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A Transcendental Philosophy of Large
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Abstract:  In this  article,  M. Beatrice  Fazi  responds to Shane Denson’s  commentary on her
paper  “The  Computational  Search  for  Unity:  Synthesis  in  Generative  AI,”  published  in  the
Journal of Continental Philosophy  in 2024. The article develops Fazi’s transcendental argument
about  large  language  models  (LLMs).  While  Denson  raises  questions  about  conceptual
relativism  through  Donald  Davidson’s  critique  of  conceptual  schemes,  Fazi  maintains  her
position that LLMs construct “a representational world within” rather than referring to “the
world.” Responding to Denson’s proposal for a model of synthesis based on the phenomenology
of Jean-Paul Sartre, Fazi argues that a structuralist reinterpretation of Kantian synthesis better
accounts  for  the  operations  of  LLMs,  where  unity  is  that  of  a  structure,  not  a  self,  and
representation  is  technically  central  to  synthetic  activity.  These  distinctions  preserve  the
functional aspects of Kantian synthesis without anthropomorphizing arti�cial intelligence, thus
strengthening  Fazi’s  original  position  that  LLMs create  their  own internal  representational
reality.

Keywords:  arti�cial  intelligence;  Immanuel  Kant;  large  language  models;  representation;
synthesis; transcendental philosophy

I would like to thank the editors and guest editors of Philosophy & Digitality for the invitation to
respond to Shane Denson’s article featured in this issue (Denson 2025). I have greatly valued
Denson’s  commentary  on  my  essay  “The  Computational  Search  for  Unity:  Synthesis  in
Generative  AI”  (Fazi  2024),  which  was  originally  published  in  the  Journal  of  Continental
Philosophy. Engaging in philosophical dialogue is crucial for the development of the �eld of digi-
tal studies. This exchange seeks to uphold the tradition of scholarly debates that have always
characterized philosophy journals. Denson raises important points about my philosophical ac-
count of synthesis in generative arti�cial intelligence (AI). He proposes an alternative frame-
work based on a phenomenological approach, and that reframing presents intriguing questions
about some implications of my own position. I maintain the validity of my original thesis on
synthesis as a search for unity that is fundamental to the making of a representational reality.
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The perspectives o�ered by Denson, however, have revealed dimensions of that hypothesis that
warrant attention. What follows here, then, is not simply a defense of my original claims but an
attempt to engage substantively with Denson’s remarks. I will forgo recapitulating the principal
contentions of my 2024 article, as Denson already provides an overview of them. He correctly
identi�es my proposal as a transcendental argument. In this response, I will elaborate on that tran-
scendental stance while also addressing other points in Denson’s commentary.

Transcendental Structures

Scholastic philosophy used the quali�cation “transcendental” to denote universal properties or
“the most general predicates of things” (Aertsen 2012, 14). However, in the second half of the
eighteenth century, Immanuel Kant introduced a novel perspective in modern thought. In Kant,
“transcendental” refers to the fundamental conditions that make our experiences possible: minds
possess inherent structures (such as the pure forms of intuition, like space and time, and the cat-
egories of understanding) that in�uence how reality is constructed. Today, the concept of the
transcendental continues to be of crucial importance in addressing the boundaries of knowledge,
understanding, and reason. It serves as a reminder that when attempting to comprehend the
world, we must recognize the impact of mental processes on experiences and how reality is con-
stituted.

2

It is important to note that Kant’s transcendental philosophy is not a psychological project. On

the contrary, it is an argument against psychologism.1 It posits that certain mental structures are
intrinsic prerequisites for any experience to be possible, yet these structures are not psychologi-
cal states discovered through introspection or empirical observation but the very conditions
that de�ne how we can have experiences at all, including any coherent psychological state or re-
sponse. At the end of the nineteenth century, philosophers like Frege (Frege 1960) and Husserl
(Husserl 1970) expanded on Kant’s criticism of psychologism (see (Mohanty 1999)). While an
in-depth study of these positions lies beyond my present scope, here we should consider that
views against psychologism take on renewed signi�cance when addressed alongside the opera-
tional principles of contemporary generative AI, particularly large language models (LLMs).

3

Within a Kantian framework, subjectivity is not psychological but structural. All experiences
are shaped by necessary transcendental structures, which are universal but also subjective be-
cause they form the mind’s architecture rather than the objects themselves. In my 2024 article
on synthesis in generative AI, I wrote that mind is a structure that structures. That assertion em-
phasized structures not as �xed arrangements but as activities with a function. Although the

4

1.  Psychologism reduces logical laws, mathematical truth, and philosophical concepts to psychological processes. Kant’s distinction between

“transcendental logic” and “empirical psychology” predated but in�uenced debates on psychologism, which today overlap with concerns about

philosophical naturalism.
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context of that sentence was Kantian, the direction of my argument was structuralism. I was
pointing  toward  an  understanding  of  structures  as  dynamic  and  transformational  wholes.
Historically,  Kant’s  transcendental  philosophy provided a  foundation for several  structuralist
concepts,  which  emerged  in  part  through  a  reinterpretation  of  transcendental  philosophy’s
themes. While structuralism diverged from some fundamental aspects of the Kantian frame-
work (undoubtedly, there are di�erences between the two), both approaches share a fascinating
key feature: they attempt to surpass a “personal I” by abandoning the subject as a psychological
posit. The notion of subject is commonly associated with an empirical entity—a subject, then, as
an entity with a substance and properties that persists over time, and which experiences its
world �rsthand. In both Kant’s transcendental philosophy and structuralism, however, the sub-
ject undergoes a signi�cant reinterpretation. Both perspectives view the subject as shaped by
prior conditions; both reject the possibility of a purely self-su�cient, fully transparent Cartesian
subject  having privileged access  to itself  and reality  and being an existential  foundation for
knowledge.

Kant’s transcendental subject is neither an individual, a speci�c person, nor a substantial, con-
tinuous self. Rather, it is a formal framework that makes knowledge possible for rational beings.
The transcendental subject is logical, not empirical—it is an abstraction not only expressing but
also establishing the possibility of any relationship to knowledge. For Kant, the transcendental
subject is “the only condition accompanying all thinking” (Kant 1998, 440); it is a universal syn-
thesizer, “the logical unity of every thought” (Kant 1998, 440) that, however, is “wholly empty of
content” (Kant 1998, 419) and thus ultimately unknowable in itself. The transcendental subject is
the logical prerequisite for experience, yet it is not accessible to the latter precisely because it is
what makes possible that experiencing in the �rst place.

5

For structuralism, the subject is equally inaccessible: just like, for structuralists, a sign is de-
tached from its referent and related not directly to an external reality but to other signs in a sys-
tem of di�erences, so the subject exists as a position within a structure. Structuralist scholars
have faced criticism for apparently abandoning the concept of the subject, for creating what Paul
Ricoeur called “a  Kantianism without a  transcendental  subject,  even an absolute formalism”

(Ricoeur 1974, 52).2  This criticism, however, misses the mark. Structuralism actually presup-
poses a subject of experience, although a minimal one. While structuralism methodologically
privileges abstract structures over individual experiences, structuralist thinkers such as Claude
Lévi-Strauss, Roland Barthes, Jacques Lacan, and Louis Althusser do so to demonstrate how
such “structurality” operates through subjects rather than eliminating them. Instead of erasing
subjectivity, structures shape it; they give it form and possibility. Perhaps not surprisingly, lan-

6

2.  This common criticism partly originated from philosophical preoccupations with lived experience, such as those of Jean-Paul Sartre, Paul

Ricoeur, and Henri Lefebvre. These thinkers championed human agency against its reduction to structural determinism. Sartre (Sartre 1966)

challenged Lévi-Strauss’s portrayal of the human subject as an e�ect of underlying structures; Ricoeur (Ricoeur 1974) (Ricoeur 1991) warned

against dissolving human subjectivity into linguistic systems; Lefebvre (Lefebvre 1971) extended this defense by insisting on the irreducibility of

lived experience to abstract structural analysis.
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guage o�ers a fundamental demonstration of this recursive relationship: humans become speak-
ing  subjects  by  entering  language’s  pre-existing  structures,  yet  language  itself  only  exists
through its active use by speakers.

Real Outputs

My transcendental stance regarding LLMs aims to move beyond anthropomorphic cognitivism
to address the conditions of possibility for knowledge, meaning, and understanding that are at
play in these computational systems. I am thus shifting the focus from claims about AI resem-
bling human cognition toward a philosophical perspective that understands mentality as never
exclusively human in nature. Kant might not have made this leap himself, yet his conception of
the transcendental subject need not be a person or a human either. With respect to LLMs, then,
we can extend this transcendental framework to counteract a view of language as a purely psy-
chological phenomenon, according to which words have meanings because of the mental associ-
ations drawn from the lived experiences of people, and grammatical rules are descriptions of hu-
man psychological habits and tendencies.

7

Denson identi�es a radical consequence implied by my proposition: that my approach acknowl-
edges the outputs of an LLM as real. I have appreciated this comment greatly. For Denson, how-
ever, this recognition of reality is inferred from a homology between human cognitive processes
and the vectorial spaces of large language models. He bases this on what he perceives as a paral-
lel I supposedly establish between computational and human synthesizing activities. Before pro-
ceeding further, I need to clarify that this latter point does not correctly represent my position.
My proposal implies that synthetic language is real, but I do not argue that LLMs mimic human
cognitive synthesis. In my view, LLM outputs are real, rather, because all language production
(human or otherwise) synthesizes representations into uni�ed structures.

8

This key distinction helps me to delineate the contours of the kind of transcendental philosophy
of large language models that I want to argue for. I am not advocating for the application of
Kant’s transcendental framework of necessary structures for reasoning to AI as a means of en-
abling human-level understanding within computational systems. Equally, I am not proposing
to  transplant  Kantian  cognitive  structures  into  AI  programs.  Mine  is  not  a  “computational
Kantianism” (Wolfendale 2015) (Wolfendale 2016), that is, an interpretation of transcendental
philosophy through the  lens  of  computational  theory,  claiming that  Kantian  categories  and
forms are analogous to computational operations. Kant did not describe something necessarily
human; he presented a universal normative framework for reasoning. However, I am uncon-
vinced by a computationalist reworking of such inhuman infrastructure because I am skeptical
of  computationalism in  general,  particularly  its  assertion  that  the  mind  is  a  computational
process. I do not believe that mind necessarily has to be equated with computation, but I am in-
terested in entertaining the inverse speculative hypothesis, namely, that computation could be a

9
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type of mind, which does something akin to what a mind is believed to do (e.g., thinking).

Drawing from philosophical traditions that understand synthesis as a process of amalgamation,
composition, and combination, my 2024 article reassessed the quali�cation of “synthetic” in to-
day’s widely used expression “synthetic media” (i.e., media content produced by generative AI).
As in all my work, I wanted to surpass the “simulative paradigm” that has constrained philo-
sophical speculation in AI research. Such a simulative paradigm is centered on an imitative rela-
tionship between machine and human cognition (see (Fazi 2019)). AI-generated content has of-
ten been labeled as “synthetic” to highlight its manufactured origin; by focusing on the philo-
sophical elaborations of the concept of synthesis, I aimed to demonstrate that LLMs are not syn-
thetic because they create fake language but because they generate outputs through unifying
processes. Moving beyond an understanding of the synthetic as something arti�cial requires ac-
knowledging that what synthetic media produce is not merely an imitation.

10

Since large language models gained mainstream attention in 2022 (after OpenAI’s release of
ChatGPT, which accelerated the widespread adoption of these technologies), plenty of opinion
pieces, academic papers, and news items have put forth the view that machine-generated lan-
guage lacks authenticity. It is a simulation of communication, we are told, or text that is coher-
ent but hollow. While Emily M. Bender and her co-authors, in the widely cited “stochastic par-
rots” article (Bender et al. 2021), make compelling claims about the limits of LLMs, the bird
metaphor has been employed (in that essay and then elsewhere) precisely to highlight that these
models produce computational  approximations of language,  indeed parroting  human-making
processes.  The most  in�uential  living linguist,  Noam Chomsky,  has also been vocal  on this
point, dismissively labeling LLMs as a kind of glori�ed autocomplete and upholding, unwaver-
ingly, that these systems do not generate genuine linguistic expressions (see (Chomsky, Roberts,
and Watamull 2023)). The list of skeptical voices could go on and on, with the debate touching
on central questions about the nature of language, understanding, and intelligence.

11

A healthy dose of skepticism is necessary when addressing and assessing claims made by AI busi-
nesses that operate within political economies, pursuing technosocial and corporate agendas.
Even with all due reservations, however, acknowledging AI’s di�erences from human language
should serve as a starting point rather than a conclusion in discussions about these technologies.
The non-human nature of LLM outputs is a given. However, if AI is not writing or speaking
like humans do, the decisive question becomes: what distinctive processes actually characterize
its outputs? Which is to ask, if those textual outputs are not like human language, then what are
they?

12

Dichotomizing between something genuine/natural and something spurious/arti�cial does not
serve  a  useful  purpose.  I  am  con�dent  in  making  this  claim  because  I  do  not  share  the
Heideggerian preoccupation with authenticity. Do not get me wrong: I am all for sincerity, hon-
esty, integrity, and being true to oneself, but this is not what is at stake here, in this debate,
which is ideologically limited to (and by) a forced binary choice between “true understanding”
on the one hand, and “mere statistics” on the other. Any authentic/inauthentic contraposition

13
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fails to account for the complexity (and philosophical potential) of the computational produc-
tion of language, and also for the complexity (and philosophical potential) of human life and hu-
man thought (as plenty of critics of Heidegger’s concept have already noted; see, for instance,
Adorno (Adorno 2003) and Derrida (Derrida 1976)). I should thus clarify that, from my point of
view, recognizing the reality of generative AI’s outputs does not necessarily imply that machines
possess understanding. I keep an open mind and reserve judgment regarding the possibility of
AI having meaning-making capacities as I continue studying these systems. For now, however, I
am asserting that the AI’s synthetic outputs are not merely derivative of human language. LLMs
recombine and process pre-existing linguistic patterns (this is the stochastic character of their
operations). Yet this stochastic processing does not diminish their world-making capacity. This
world-making potential forms the kernel of my proposition on synthesis in generative AI, as
Denson correctly recognizes. I will address this aspect next.

Epistemic Pluralism

Denson’s article explores the philosopher Donald Davidson’s views on incommensurability, as
presented in the essay “On the Very Idea of a Conceptual Scheme,” published in the Proceedings
and Addresses of the American Philosophical Association in 1974.  For Davidson, it  does not
make sense to talk of incommensurable conceptual schemes insofar as there is no neutral posi-
tion from which to make such evaluation of incommensurability and because, once something
has been recognized as language, it is already implied within it a degree of translatability (this is
Davidson’s “principle of charity,” stating that, in order to identify something as language, one
must be able to understand a part of what is being said).

14

I  have studied extensively the concept of  incommensurability in my earlier work (see (Fazi
2021)). Incommensurability is a notion originating in ancient Greek mathematics; in the 1960s,
it was developed (independently but in parallel) by the philosophers of science Thomas Kuhn
and Paul Feyerabend, who claimed that conceptual frameworks, theories, and languages cannot
be directly compared with one another because they are born and used in the context of di�er-
ent worldviews. Drawing from those mid-twentieth-century debates, I have argued that incom-
mensurability o�ers a powerful speculative framework to address the contemporary quest for
explainability in AI. I proposed that the latter should be understood as a representational and
communicational issue. Although Denson does not reference my work on incommensurability
and AI, his engagement with Davidson’s critique of this concept establishes a connection to this
earlier work of mine, to which I will thus link back.

15

Davidson’s 1974 critique of incommensurability is also a criticism of how Kuhn and Feyerabend
employed the notion and a challenge to the conceptual relativism that Davidson perceived as in-
trinsic to their positions. Denson agrees with Davidson’s conclusions and applies them to the
study of generative AI, suggesting that my position on the world-making potential of AI might

16
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indirectly also reinforce aspects of conceptual relativism. I disagree with the suggestion that my
view leads to conceptual relativism, and I �nd Davidson’s original critique of incommensurabil-
ity in philosophy of science to be based on a mischaracterization. Davidson de�nes conceptual
relativism as the perspective that “reality itself is relative to a [conceptual] scheme: what counts
as real in one system may not in another” (Davidson 1974, 5). This interpretation, however, does
not  accurately  represent  the  concept  of  incommensurability  as  developed  in  Kuhn’s  and
Feyerabend’s respective works.

Kuhn re�ned his  conceptualization of  incommensurability  throughout  the  1980s  and 1990s.
Already in 1970, though, in the postscript to the second edition of The Structure  of  Scienti�c
Revolutions, he had explicitly rejected the label of “relativist,” clarifying that his account of para-
digm shifts in science does not deny scienti�c progress or infer that everything holds equal va-
lidity. His later work (for instance, (Kuhn 2000) (Kuhn 2000b)) expanded on this, signposting
incommensurability as a “local” rather than “total” phenomenon and thus highlighting how in-
commensurability might not apply to whole languages and theories but in fact to speci�c groups
of related terms or domains. While distancing himself from radical versions of social construc-
tivism, later in his life Kuhn also wrote about incommensurability in terms of a “taxonomic” is-
sue (Kuhn 2000c),  stressing how dissimilar  ways  of  thinking can organize  ideas  di�erently
without blocking communication. Feyerabend, on the other hand, was renowned for his episte-
mological anarchism; he openly embraced positions that could be seen as somewhat relativistic,
for example declaring that “the only principle that does not inhibit progress is: anything goes”
(Feyerabend 1993, 14). His brand of relativism, nonetheless, consistently stood in opposition to
Davidson’s argument and evolved over time to account for similar philosophical challenges (see
(Kusch 2016)). For Feyerabend, the proliferation of theories is bene�cial to science, and there
are not universal methodological rules that are always appropriate or useful. This is not an im-
pediment to science that would render the latter aphasic, disoriented, meaningless. On the con-
trary, this is how science democratically progresses. Feyerabend recognizes the contextual nature
of all knowledge claims but never implied that all knowledge systems are the same or that there
is no objectivity. For Feyerabend, di�culties in translation and communication can be overcome
via practice and immersion; rationality and certain aspects of incommensurability are therefore
compatible.

17

The technical details of this debate in philosophy of science are fascinating but not essential for
my response to Denson. Instead, I must move on here and explain why and how I engaged with
the concept of incommensurability in my past research (in particular, in (Fazi 2021)). At that
time, I was studying explainable AI (XAI) and the concept of the “black box” that often accompa-
nied those discussions. While machine learning gained more and more prominence as the “new
AI” (Alpaydin 2016), many scholars were concerned about the characteristically opaque nature
of these automated technologies.  Deep learning, especially,  was receiving particular scrutiny.
Arti�cial neural networks have millions or billions of parameters, interacting in complex, non-
linear ways often not interpretable by humans, who struggle to understand why speci�c outputs
have followed certain inputs. Moreover, the representational character of the automated extrac-

18
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tion of features from high-dimensional data also presents challenges, since the distributed repre-
sentations the machine employes do not correspond to human ones.

Philosophically, I found the situation captivating. However, I also found the responses that were
often o�ered to this condition underwhelming, insofar as grounded on calls to make algorithms
transparent to humans via interfaces for human-machine translation. I argued that such XAI
methods were limited because they assumed machine abstractions can be meaningfully trans-
lated into human terms. It is within this argument that I mobilized the concept of incommensu-
rability to address the relationship between human and what I termed “algorithmic thought,”
that is, between di�erent modes of representation that cannot be measured by a common stan-
dard. This incommensurability exists because these di�erent modes of representation originate
from distinctive onto-epistemic premises and share no common existential grounds. In making
this argument, however, I never implied that no comparison is possible; on the contrary, I ar-
gued that a form of comparative epistemology, in this context, is di�cult but necessary. This is
not relativism; rather, it is a recognition of the limitations of human comprehension when con-
fronted with speci�c  forms of  computational  abstraction and an acknowledgment that  such
epistemic di�erences are grounded in ontological distinctions between life and mechanism (see
(Fazi 2019)).

19

Worlds Colliding

My 2024 article on synthesis in generative AI indirectly builds on my 2021 incommensurability
argument. In that article, I explore how “reference” is the relationship between a linguistic ex-
pression and what  that  expression represents  in  the world.  Semantic  theory maintains  that
words acquire their meaning from referring to things. LLMs lack this connection, which is in-
stead present in, and unequivocally central to, the operations of natural languages. This absence
is often used as evidence of the lack of authenticity that LLMs purportedly su�er from. I argued
instead that, while it is true that LLMs do not have direct access to the external world, they
nonetheless build their own internal representational reality. This is a sum of word embeddings
and their internalized relations—not the world as such but a world, with its own structural co-
herence.

20

Denson objects to my distinction between “the world” (the world external to the machine, that
is, our own human world) and “a world” (the LLM’s self-contained world; a “world within,” as I
described it). He builds on Davidson’s critique of conceptual schemes to challenge the idea that
an LLM’s representational reality is distinct from ours. Drawing from Davidson, Denson con-
tends that if we accept LLM outputs as language, we must concede that these outputs have a
connection to the same world that we inhabit. He gives the following example: when we iden-
tify “hallucinations” in LLM outputs, we are implicitly supposing that LLMs are trying to ex-
press something about a shared dimension of reference. Our practice of perceiving these outputs

21
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as errors necessitates the assumption of a common world, a backdrop of commonality. Were
LLMs to operate in a truly distinct world (that is, in Davidson’s terms, a distinct “conceptual
scheme”), we could not discern these errors as errors at all. So, for Denson, despite their di�er-
ences, LLMs share the same mediated world with humans, with the same network of meanings,
although partially and imperfectly.

Denson’s argument helps us to appreciate the importance of establishing a commonality be-
tween humans and machines. This is not only a central technical and philosophical necessity for
contemporary AI research, but also a collective challenge confronting us on social, cultural, po-
litical, and ethical fronts. How can humans meaningfully coexist with machines? In this regard,
however, the example of AI hallucinations reveals some of the key di�erences between Denson’s
approach and my own. AI hallucinations occur when an AI system generates plausible but factu-
ally  incorrect  or  fabricated information,  including false  citations,  �ctional  entities,  made-up
events, and logical inconsistencies. I contend that both the impression of plausibility and the
recognition of fabrication reside not in the machine but in us; they belong �rmly within the hu-
man world. The point I am making echoes what I have always been arguing about glitches and
that kind of art style built on them: glitches exist in the eye of the beholder. Artistic experiment-
ing with them constitutes a very valuable critical and aesthetic praxis, which problematizes that
powerful dogma of seamless experience the tech industry feeds to its consumers. Glitches, in-
deed, disrupt users far more than the machine that produces them. If a glitch is the result of ma-
chines generating more than intended, that surplus is, however, ours: it belongs to an experien-
tial human realm that receives it and judges it, not to the machine itself.

22

While technically not glitches, AI hallucinations are similarly phenomena framed through a hu-
man perspective. When an LLM generates information that appears plausible but is in fact inac-
curate, the evaluation of that output as an error is situated within a human framework. AI hallu-
cinations appear as errors to the human interpreters of these machine outputs. For the machine,
however, this condition is not a bug but a feature; it is not a limitation but an inherent charac-
teristic of statistical, prediction-based systems. LLMs predict text sequences based on patterns
learned during their training. When confronted with uncertainty, these models generate the
most probable continuation of words. There is no shared ontology to assume here, only shared
tokens (a token is a unit of text that the model processes). While the exchange of these textual
units favors a degree of interaction between humans and machines, these tokens also carry cer-
tain references for their human users. Such references, however, are not necessarily relevant or
constructed in the same way by the machine that creates and sustains the text. Humans and ma-
chines exchange text but not necessarily its meaning. LLMs do not attempt to refer to our world
when they operate, although we expect or would like them to, for that is the instrumental end
we assign to this kind of technology. This is obviously problematic from the point of view of
humans relying on the veracity of LLM outputs. Yet this is not per se an issue if one takes the
perspective of the LLM itself, for which the outputs are true insofar as coherent with its encod-
ings of representations. There is autonomy in the computational automation of language: LLMs
are not just processing data that originates from humans; they construct their own consistent

23
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organization of  such data.  This  structuring is  not a  mere distorted re�ection of  the human
world; it is world-making in its own right.

While Denson is careful to avoid assumptions that could emerge during potentially unre�ective
interactions with these systems, we nevertheless reach di�erent conclusions regarding the ex-
ample of AI hallucination introduced in his article. I agree that we must coexist with machines
and thus study how a shared reality can be possible. In my view, however, the worlds in ques-
tion, are really three: the machines’, the humans’, and a third, shared one. Consider this parallel: if
aliens from another planet made contact with Earth, they would still approach us from their
own world. Any communication between them and us would still need to address that extrater-
restrial reality as alien to ours while attempting to construct a common space for potential coop-
eration.  Similarly,  an LLM’s  internal  representational  reality  is  a  world colliding with ours.
Interestingly, Denson also metaphorically mentions aliens while acknowledging LLMs’ radical
alterity. But where Denson frames the interaction with LLMs as welcoming these alien beings
into our world (thus suggesting assimilation of AI into the human sphere), I view this encounter
as producing a systemic shock to both realities. Not a war of the worlds, necessarily, but “worlds”
in the plural nonetheless.

24

I insist on this because the medium speci�city of computation extends beyond machines lacking
embodied sensation, perceptual grounding, and intentionality. As I argued in my 2021 work on
incommensurability, machines and humans share no common experiential ground. They oper-
ate from di�erent ontological and epistemological positions. The crux, therefore, is not per se
untranslatability. Davidson claimed that language cannot be separated from translation, as trans-
lation, for him, is interpretation. Responses in philosophy of science have already exposed the
errors  and  limits  of  equating  interpretation  with  translation  (see  (Feyerabend  1987)).  The
twenty-�rst-century emergence of a computational (sub)symbolic order so fundamentally alien
to the human one can help us to further dismantle such restrictive assumptions about the nature

of understanding.3

25

Models of Synthesis

This discussion returns us to the philosophical concept of synthesis, which should here be con-
nected to the world-making I claim is occurring in these AI systems. Denson takes seriously my
proposition that LLMs operate through synthesizing activities and agrees with my philosophical
understanding of synthesis as the generative principle behind LLM outputs. However, he does
not  support  the Kantian model  of  synthesis  that  I  adopt.  This  is  because,  in his  view,  that
Kantian framework (1) requires a certain commitment to unity, and (2) is still anthropocentric. I

26

3.  Sankey (Sankey 1997) examines the relationship between translation and understanding, considering this vis-à-vis debates on incommensu-

rability in philosophy of science and in relation to Davidson’s argument.
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accept point 1 without apology, a position I will elaborate in the next section of this article. I dis-
pute,  however,  point 2:  Kant’s  philosophical  notion of synthesis  does not con�ne us in any
human-centric trap, as Kant’s transcendental subject need not be human. I developed this argu-
ment at length already in the opening of my response.

Let us address the alternative model of synthesis o�ered by Denson to understand LLM opera-
tions—a model that draws not from Kant but from early Sartre (Sartre 2004) and Husserl’s no-
tion of “presencing.” This approach repositions the site of synthesis, allowing Denson to con-
ceptualize LLM operations not as self-contained but intertwined with human meaning-making.
To understand this, it is useful to recapitulate that I see LLMs as constructing a self-enclosed
“world  within”  that  is  indi�erent  to  human linguistic  reference.  Denson,  conversely,  views
LLMs as active participants in the human world through mediated forms of referencing. Clearly,
by invoking Sartre’s reworking of Husserl, Denson is borrowing from phenomenology—a tradi-
tion of philosophical thought that has consistently challenged structuralism’s treatment of lan-
guage as a closed system of signs. However, reducing the di�erence between Denson’s and my
own approach to a mere disagreement between phenomenology and structuralism would be an
oversimpli�cation. While,  evidently,  I  lean more toward structuralism than Denson, and he
more toward phenomenology than I, these categorizations risk overlooking the nuances of our
respective positions. If I am a structuralist, I am quite an unconventional one. I have engaged
deeply with structuralist themes in studying LLMs, but my philosophical stance extends beyond
orthodox structuralist frameworks because my primary interest lies not in the structures that

make human culture but rather in conceptualizing thought itself as structure.4 Denson’s media
phenomenology is similarly multifaceted. Generally, I have reservations regarding phenomenol-
ogy as a framework for the philosophy of technology because phenomenological approaches of-
ten dilute the distinctive speci�city of technological systems to map that back, reductively, onto
a human dimension. Denson’s work, however, surpasses this reduction, building on and extend-
ing phenomenology to account for contemporary technological mediations of experiences, such
as  those  happening beyond the  threshold of  human perception and reception (see  (Denson
2020)).

27

How might we then interpret Denson’s proposal to set aside Kantian synthesis and look instead
elsewhere,  to  Sartre  (via  Husserl)  speci�cally?  Denson suggests  to  move to a  “pre-personal”
plane—which  Sartre’s  conception  of  synthesis  would  allow  for—so  as  to  inhabit  a  “pre-
re�ective” condition of being in the world that could be shared both by humans and LLMs.
According to this view, synthesis should be separated from operations of representation. This is
something that cannot possibly be done within a Kantian framework, for which synthesis is
fundamentally tied to representation. In his 1772 letter to Markus Herz, Kant (Kant 1967) asked

28

4.   For  a  study  of  large  language  models  that  embraces  the  structuralist  understanding of  language  as  an  inherently  cultural  system,  see

Weatherby (Weatherby 2025). While my focus tends toward structuralist conceptions of thought, Weatherby and I agree that both language and

LLMs possess their own internal logic. Particularly insightful in this respect is his critique of what he calls “the ladder of reference,” that is, the

hierarchical view that treats reference to external reality as the language’s supposedly primary function.
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how subjective representations in our minds can ever transcend their own boundaries and ac-
cess external objects—this relation, he wrote, was the key to the whole secret of metaphysics;
signi�cantly, it became the central problem Kant sought to solve throughout his philosophical
life. More than a century later, Husserl employed a “phenomenological reduction” to bypass the
dualism  of  subject-object,  avoid  representationalism,  and  focus  instead  on  intentional  con-
sciousness. Building directly upon Husserl’s phenomenology but moving toward a more existen-
tialist direction that would privilege concrete experiences, Sartre pushed this approach even fur-
ther, understanding consciousness as existing only in relation to and via engagements with ob-
jects. Denson recalls this philosophical trajectory when arguing to shift our attention toward a
di�erent kind of synthetic activity. Indeed, the idea of synthesis changes dramatically from Kant
to Husserl to Sartre. By dispensing with the requirement for a uni�ed mode of subjectivity,
Denson argues, we can better understand how LLMs generate language that, while distinctively
computational, still refers to our human world.

As  previously  discussed,  however,  Kant’s  transcendental  subject  does  not  necessarily  entail
human-like subjectivity. I see the claim that phenomenological synthesis allows us to move be-
yond Kantian anthropocentrism resting on a faulty premise, then, since Kant’s transcendental
philosophy itself can be understood as not anthropocentric. Denson’s suggestion, nonetheless,
carries a signi�cant implication beyond the point on anthropocentrism: while not advocating
for eliminating the subject entirely, he seeks to identify a model of synthesis that precedes sub-
ject formation and provides common ground between human and machine processes. Sartre in-
deed presents such a subjectless model, establishing an ego-less �ux of impersonal experience, as
Denson writes, which existentialist phenomenology considers more fundamental than represen-
tational thinking. In relation to LLMs, this �ux seemingly enables a plateau of commonality for
the sort of indirect continuity of reference between humans and machines Denson advocates

through his argument for a continuity of worlds.5

29

Although Denson states that it is beyond the scope of his commentary to my 2024 article to pur-
sue this Sartrean line of thinking in detail, I want to o�er a reply via two counterpoints: �rst,
having already established that “transcendental subject” need not mean “human subject,” I main-
tain that unity is the goal of synthesis, and, second, I believe representation cannot be bracketed
in this debate (as Denson suggests) because it remains fundamental to both computing and syn-
thetic activity. I will elaborate these claims in the �nal part of my response.

30

Unity of Representations

Kant’s transcendental unity of apperception serves as a necessary formal condition that enables the31

5.  In linguistics, continuity of reference is a concept explaining how speakers are able to consistently identify entities throughout conversations,

texts, etc.
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synthesis of all representations (perceptions, sensations, and thoughts) into a coherent whole.
This synthetic combination is transcendental because it is not an empirical psychological feature
but a logical prerequisite for the very possibility of experience itself. It constitutes the junction
where thought and being, subject and object, self and world convene. Denson interprets my
2024 argument for synthesis in generative AI as making a case for something akin to a transcen-
dental unity of apperception for LLMs. Indeed, this was one of the central philosophical opera-
tions I attempted in that article, though with an important caveat: I did not claim that LLMs be-
have identically like human minds. Kant developed his transcendental philosophy in the context
of human cognition, describing the transcendental apperception as “the highest point to which
one must a�x all use of the understanding” (Kant 1998, 247). However, he never explicitly re-
stricted this framework to humans alone; the transcendental subject too, as we have seen, is log-
ical rather than empirical. While a parallel with human minds is thus certainly possible, I am not
seeking a computational equivalent of Kant’s model. My goal is di�erent: I am developing the
speculative hypothesis that LLMs perform a fundamental search for unity and studying Kant’s
model of synthesis to consider what that unity, in a computational space, could be.

I previously highlighted that my 2024 article advanced a Kantian argument but with a struc-
turalist trajectory. This observation bears relevance now as we address a philosophical challenge
Denson identi�es. In Kant, synthesis is the endeavor through which representations are uni�ed
by a subject, yet this subject is itself a product of synthesis. This condition creates a loop: the
unity of the “I think” is necessary for synthesis but also results from synthetic activity. The circu-
lar character of the “I think,” Denson comments, emphasizes again the issue of anthropocen-
trism. How to resolve this tension? Here it is important to consider how my Kantian argument
for synthesis in generative AI is extended and also reoriented by the structuralist direction of my
2024 essay. My claim is that unity, in computation, is that of a structure, not of a self. The circularity
is thus self-re�exive rather than self-re�ective—this is the unity of a structure that references it-
self, not that of a conscious subjectivity engaged in re�ection. Such a structural unity is what al-
lows an LLM to generate its own internal representational reality with its own coherence, and
what allows the (imperfect) stability of an LLM’s “world within.” I stand by my philosophical
position on unity, and on synthesis as the process by which such unity is sought, because I re-
main committed to theorizing that computational world-making.

32

For structuralism, unity is not based on essence or substance. In the case of subjectivity, then, it
would not be based on selfhood either. Unity is instead the result of the systematic organization
of structural relationships, generating a whole that remains dynamic. What I described as synop-
tic computing is indeed a “seeing all together” meant to a�ord a view of a whole. I coined the ex-
pression “synoptic computing” to highlight how LLMs search for unity to produce language
through relationships between representations in the internal network. This structural whole
takes precedence over individual components and, from the point of view of the LLM itself, in-
ternal coherence is more important than direct correspondence to external reality. The reader
can see, then, that my e�ort to determine whether an LLM is a structure that structures or a
unity that uni�es captures how, for Kant, synthesis is both a characteristic of mind and an activ-

33
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ity that mind performs. I am not assigning it self-awareness, although there is a level at which
structuring itself acts as a transcendental subject, a form of subjectivity that is achieved algorith-
mically rather than arising from intentionality or consciousness.

To clarify again,  if  mine is  a  structuralist  approach (opposed to the distinctively more phe-
nomenological one Denson is adopting), then it is still a peculiar structuralism. Worth empha-
sizing here is that, historically speaking, structuralism treated representations as symbolic enti-
ties carrying cultural meanings, which is to say, it saw culture as a system of signs. In LLMs,
however, representations are distributed and implemented as high-dimensional vectors in arti-
�cial neural networks. These representations do not correspond to cultural concepts in one-to-
one mappings; meaning is not localized in discrete symbolic units but encoded across statistical
patterns throughout the network. Denson proposes a Sartrean model of synthesis precisely be-
cause,  in  his  view,  it  better  accounts  for  such  dispersion  and  continuity  of  meaning  and
meaning-making. His essay does not expand on this issue, but we could note that such a phe-
nomenological approach attempts to describe the �uidity of these distributed representations in
a way that the symbolic order of traditional structuralism cannot. Denson objects to my com-
mitment to representation, however, not because of the structuralist leaning of my overall argu-
ment but because of its Kantianism, writing that Kant guides my thinking about representation.
He argues for separating synthesis from representation, a split that can be performed in the phe-
nomenological register he moves to.

34

Our main theoretical divergence here is that I do not believe it is ever possible to set aside
representation when dealing with computation. Computing machines are representational ma-
chines. I am thinking, of course, of how traditional computing employs symbolic encoding and
processing to work on information but also of how contemporary arti�cial neural networks
leverage  their  subsymbolic  nature  to  elevate  representation  to  an  autonomous  (or  quasi-
autonomous) modeling of complex relationships. Because computation is, in both its symbolic
and subsymbolic instantiations, inescapably representational,  I  maintain we need a model of
synthesis  that  can  address—boldly  and  directly—this  representational  character.  The  phe-
nomenological tradition (especially its Husserlian lineage) o�ers the notion of presencing to ac-
count for a direct encounter with phenomena rather than their representation. Indeed, this phe-
nomenological notion attempts to describe an access to phenomena that minimizes (or, in some
cases,  bypasses) representational mediation. I  diverge from this phenomenological view sub-
stantially because, just as I do not believe that it is ever possible to set aside representation when
dealing with computation, I do not believe there is anything like an unmediated access to reality.
I understand that presencing is an appealing concept to address the kind of continuity of refer-
ence between humans and LLMs Denson is arguing for. I also appreciate that this proposal has
to be contextualized vis-à-vis a long history of phenomenological critique that has interpreted
Western philosophy as heavily mediated. My position, however, is that the concept of presenc-
ing is much more anthropomorphizing than that of representation, insofar as it describes an en-
counter with phenomena in lived experience. I do not endorse a split between representation and
synthesis in computation because of the latter’s speci�c onto-epistemic dimension, which ex-
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cludes it from being predicated on an ontology of life (understood both as the lived and the liv-
ing).

The idea of an AI “world within” aims not only to capture the genuine strangeness of LLM out-
puts but also to establish a transcendental philosophy of these programs. The deepest challenge
of transcendental philosophy—as formulated by Kant but then developed, in one way or an-
other, by virtually all philosophical traditions, including phenomenology and structuralism—is
understanding how subjects constitute themselves and their world while simultaneously being
objects within that world, among countless other objects. LLMs are constrained by their archi-
tectures and training methods. Yet in relation to these very constraints, the notion of represen-
tation is key to comprehending how the synoptic computing of these systems is generative—
how it creates new structures rather than simply receiving and analyzing pre-existing ones. As I
argued in my 2024 article,  computational processes produce themselves alongside their own
worlds.

36

This philosophical exchange Denson and I have been developing demonstrates that culture, so-
ciety, and technology are all asking for novel philosophical theories to understand synthetic me-
dia and their outputs. Denson and I share this conviction and are committed to doing the work.
While points of disagreement persist between our respective approaches, this conviction and
commitment suggest a fundamental compatibility in spirit between our otherwise di�erent pro-
posals. This shared goal serves also as a cornerstone for our ongoing dialogue.
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