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Does Writing have a Future?

Abstract:  In  opposition  to  much  of  the  current  scholarly  and  popular  publications  on  the
subject,  this  essay  argues  that  what  large  language  models  (LLM) signify  is  not  the  end of
writing but the terminal limits of a particular conceptualization of writing that has been called
logocentrism.  Toward  this  end,  the  essay  will  1)  review  three  fundamental  elements  of
logocentric  metaphysics  and  the  long  shadow  that  this  way  of  thinking  has  cast  over  the
conceptualization  and  critique  of  LLMs  and  generative  AI;  2)  trace  the  contours  of  a
deconstruction  of  this  standard  operating  procedure  that  interrupts  in�uential  and  often-
unquestioned  assumptions  about  the  concept  of  the  author,  the  meaning  of  truth,  and  the
meaning of what we mean by the word “meaning;” and 3) formulate the terms and conditions of
an alternative way to think and write about LLMs and generative AI that escape the conceptual
grasp of logocentrism and its hegemony.
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The titular question of this essay is not mine. It comes from Czech/Brazilian media theorist
Vilém Flusser, who once used it as the subtitle to a book he published in 1987—Die Schrift: Hat
Schreiben Zukunft? At the time Flusser was writing the dominance of the written word seemed to
be in crisis, as new modes of digital expression seemed to herald the end of writing and the be-
ginning of a post-literate age. I reuse/rewrite Flusser’s question 35+ years later, because it again
looks as if writing’s future is in question and on the line. This time due to impressive develop-
ments in large language models (LLM) and other forms of generative arti�cial intelligence (AI).

1

Consequently, it seems prudent at this juncture to reissue Flusser’s titular question. And we can,
following Flusser’s own example, begin with a very direct and clear statement: What large lan-
guage models signify is not the end of writing but the terminal limits of a particular conceptual-
ization of writing that has been called logocentrism. In other words, writing indeed has a future
but only if we reconceptualize how we think about writing and write about thinking. The fol-
lowing responds to this need and challenge. And it does so in three steps or movements: 1) I be-
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gin by brie�y characterizing the three de�ning characteristics and features of logocentric meta-
physics. 2) I will then investigate how large language models disrupt way of thinking by releas-
ing a deconstruction of its organizing principles. 3) The �nal section concludes by formulating
the terms and conditions of an alternative way to think and write about LLMs that escape the
conceptual grasp of logocentrism and its hegemony.

Logocentrism1

Recent criticism of LLMs and other forms of what is now called generative AI have focused on
the way that these applications are little more than “Stochostic Parrots” (Bender, Gebru, and
McMillan-Major  2021)—technological  devices  that  generate  seemingly  logical  sequences  of
words but do not know and cannot understand a word of what they say. Versions of this argu-
ment  have  proliferated  since  the  introduction  of  publicly  accessible  LLM  applications,  like
OpenAI’s ChatGPT and Anthropic’s Claude, and have appeared in both the academic and popu-
lar literature on the subject.

3

Consider  the  following  explanation  o�ered  by  (Bogost  2022)  for  an  op-ed  in  The  Atlantic:
“ChatGPT lacks the ability to truly understand the complexity of human language and conversa-
tion. It is simply trained to generate words based on a given input, but it does not have the abil-
ity to truly comprehend the meaning behind those words.” Or a similar statement provided by
Emily Bender, a linguist and co-author of the “Stochostic Parrots” essay, in a pro�le that was
published in New York Magazine: “The models are built on statistics. They’re great at mimicry
and bad at facts. Why? LLMs have no access to real-world, embodied referents” (Bender quoted
in (Weil 2023)). These statements combine two lines of argument that (Häggström 2023, 4-5)
has called the “lack of world model” argument—i.e. “since LLMs do not have direct access to the
real world, there is no way for them to have a world model”—and the “lack of symbolic ground-
ing” argument—i.e. “an LLM may seem to speak about chairs using the word ‘chair.’ However,
since they have never seen (or felt)  a chair,  they do not understand what the word actually
stands for.”

4

If the terms of these critical appraisals sound reasonable, they should. It’s just good old fashioned
logocentric thinking. Logocentrism is a term that was originally coined by the German philoso-
pher Ludwig Klages in the early 1900s (Josephson-Storm 2017, 221). It refers to the tradition in
Western science and philosophy that regards words and language as a fundamental expression of
an external reality. We do not have the time or space for a deep dive into the history and conse-
quences of this in�uential way of thinking. Instead, I will just note three characteristics that are
already in play and operationalized by the current conversations and debates regarding Large
Language Models.

5
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Words and Things1.1

First, there is a causal hierarchy of words and things, and that hierarchy has been accurately de-
scribed and formulated by Aristotle in De Interpretatione: “Spoken words are the symbols of men-
tal experience and written words are the symbols of spoken words. Just as all men (SIC) have
not the same writing, so all men have not the same speech sounds, but the mental experiences,
which these directly symbolize, are the same for all, as also are those things of which our experi-
ences are the images” (Aristotle 1938, 16a3). Thus, there are things, which by way of our senses,
produce images in the mind. These are then represented by spoken words, which are subse-
quently represented by written signs. And if you’re sitting there and thinking to yourself: “Well
yeah, that’s just obvious.” That thought itself is evidence of the extent to which logocentrism is
the basic operating system of our usual ways of thinking and talking about language.

6

Technology1.2

Second, writing is a technology. Unlike speech, which is considered to be a natural and inherent
capability of the human species and a direct symbol of thought, writing is secondary, arti�cial,
and technical. As (Ong 1995, 81-82) explained in the book Orality and Literacy: “Writing (and es-
pecially alphabetic writing) is a technology, calling for the use of tools and other equipment…By
contrast with natural, oral speech, writing is completely arti�cial.” And it is for this reason that
writing has already been situated and understood as a form of arti�cial intelligence. As Plato has
Socrates say in the Phaedrus: “And so it is with written words; you might think they spoke as if
they had intelligence, but if you question them, wishing to know about their sayings, they al-
ways say only one and the same thing” (Plato 1982, 275d).

7

Expression1.3

Third, writing is useful only to the extent that it is an instrument of expression. As a secondary
and derived representation of speech, what matters most with writing is what its progenitor in-
tended to say. (Derrida 1976, 11) explains it this way: “If for Aristotle spoken words are the sym-
bols of mental experience and written words are the symbols of spoken words, it is because the
voice, producer of the �rst symbols, has a relationship of essential and immediate proximity
with the mind. Producer of the �rst signi�er, it is not just a simple signi�er among others. It
signi�es ‘mental experiences’ which themselves re�ect or mirror things by natural resemblance.”
If we ask the question “What is it Derrida is trying to say, here?” that very question—a mode of
inquiry which seeks to discover what an author is saying in and by the written word—is logo-
centrism par excellence.

8
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LLMs and the Deconstruction of Logocentrism2

The fundamental challenge (or the opportunity) with large language models and other genera-
tive AI systems, like OpenAI’s ChatGPT, Google’s Gemini, and Anthropic’s Claude, is that these
algorithms write before or even without speaking, that is, without having access to (the) logos
and without an embodied living voice that knows the things about which it speaks. In response
to this  seemingly monstrous problem, contemporary critiques,  like those o�ered by Bogost,
Bender, and others, proceed from and reassert the truth of logocentric metaphysics with little or
no critical hesitation. These algorithms, they argue, might be able to arrange words in seemingly
intelligible orders, but they do not know what it is they are saying nor does their use of language
proceed from a lived and embodied engagement with the real  world (Birhane  and  McGane
2024). Consequently, the problem is not that logocentrism has somehow failed to work in the
face of these new technologies of writing. It’s quite the opposite. The problem is that logocen-
trism works all too well, exerting its in�uence over our thinking about writing and writing
about thinking in ways that go by largely without notice. What makes LLM tech so important
and interesting is that it disrupts this way of thinking, and it does so in at least three ways.

9

Death of the Author2.1

First, it undermines conventional notions of authority, authorship, and responsibility. When
confronted with any written document—whether that be a book, a short essay like this, or an
email from a name and address that is not immediately recognized—one of the �rst questions
we ask is “Who wrote it?” Responses to this question have typically been resolved by identifying
the author, who, it is commonly assumed, speaks to us through the instrumentality of the writ-
ten text.

10

But as Michel Foucault explained in the aptly titled essay “What is an Author?” (1969), this con-
cept is not some naturally occurring phenomenon. It was a literary and legal a�ordance deliber-
ately fabricated at a particular time and place in an e�ort to determine and decide who is speak-
ing. “The author,” (Barthes 1978, 142-143) explained, “is a modern �gure, a product of our soci-
ety in so far as, emerging from the Middle Ages with English empiricism, French rationalism
and the personal faith of the Reformation, it discovered the prestige of the individual, of, as it is
more nobly put, the ‘human person.’” Prior to this modern and distinctly European innovation
—and one that was developed in response to the earlier technological disruption of the printing
press (Jarvis 2024)—there were perhaps writers or generators of texts but no “authors” as we
currently understand the term.

11

And like many theorists of his time, such as Marcel Mauss and Claude Lévi-Strauss, (Barthes
1978, 142) employs the critical foil provided by twentieth-century anthropological discoveries:

12
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“In ethnographic societies the responsibility for a narrative is never assumed by a person but by
a mediator, shaman, or relator whose ’performance’—the mastery of the narrative code—may
possibly  be  admired  but  never  his  ‘genius.’”  Outside  of  the  experiences  and  traditions  of
European modernism, narratives have been successfully developed, performed, and accumulated
without necessarily needing what is called the author.

But if the author—as the principal �gure of literary authority and accountability—comes into
existence in a particular place and at a speci�c moment in time, there is also a point at which it
would conceivably cease to ful�ll this role. It is this disappearance and withdrawal of what had
been the principal �gure of literary authority that is announced and marked by Barthes’s seem-
ingly apocalyptic title, “Death of the Author.” What this phrase indicates is not the end-of-life of
any particular individual or the end of human writing but the terminal limits of the �gure of the
author as the authorizing agent and guarantee of what is said in and by writing.

13

Though Barthes and Foucault could not and did not address themselves to large language mod-
els, their work on the “author function” anticipates our current situation with algorithmically
generated content. What we now have with these generative AI systems are writings without
the  underlying intentions  of  some embodied,  living voice  to  animate  and answer  for  what
comes to be written. Consequently,  LLM generated texts are literally unauthorized,  or  (what
amounts to the same) a kind of “authority without an author” that, as Bernard Stiegler (Stiegler
2008, 31) has written, “inheres in all writing as technics.” But instead of this being a criticism
concerning what these AI generated writings lack, it shows us the extent to which the authority
for writing—any writing whether human or machine—has always and already been a socially
constructed arti�ce.

14

And if we prompt ChatGPT to speculate whether this is in fact what Roland Barthes, for exam-
ple, would have said about large language models,  we obtain a response that simultaneously
leverages authorial intent while questioning and repudiating it: “Barthes’ famous essay The Death
of the Author argues that the author’s intentions and biography should be irrelevant to the inter-
pretation of a text. With LLMs, there is no traditional ‘author’ to attribute meaning to—only a
machine recombining patterns based on previous texts. Barthes would likely see this as a radical
actualization of his idea, where meaning is entirely in the hands of the ‘reader’ (or user), further
erasing the idea of authorial intent” (ChatGPT 2024).

15

The Means of Meaning2.2

Second, this a�ects the means of meaning. Once the written text is cut-loose from the control-
ling interests  and intentions of  an author,  the question concerning signi�cance gets  turned
around. Speci�cally, the meaning of a piece of writing is not something that can be guaranteed a
priori by the authentic character or ethos of the one who is assumed to be speaking through the
medium of the text. Instead, meaning transpires in and from the process of reading and inter-
preting. Or to put this in the terms of classic communication theory, as initially formalized by
(Shannon and Weaver 1949), the message is not something that is determined by a sender who
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is assumed to have something to say through the instrumentality of the textual medium. Instead,
meaning is an emergent phenomenon that results from the receiver’s engagement with the ma-
teriality of the text.

And if it is the case that this signi�cance had been customarily attributed to an author, that attri-
bution is—and has always actually and only been—projected backwards from the reader onto a
supposed and oftentimes absent author. Meaning making, in other words, is an e�ect of reading
that is then “retroactively (presup)posited” (Žižek 2008, 209) to become its own presumed cause.
This �ipping of the script on modern literary theory changes the location of meaning-making
from the “original” intentions of the author or writer who has “something to say” to the inter-
pretive activity of the reader who makes meaning in or generates it out of the materiality of the
written content.

17

As is written in the text that bears the name of (Barthes 1978, 148): “text is made of multiple
writings, drawn from many cultures and entering into mutual relations of dialogue, parody, con-
testation, but there is one place where this multiplicity is focused and that place is the reader…A
text’s unity lies not in its origin but in its destination.” Thus, the meaning of a text—whether it
is written by a human author, generated by a Large Language Model, or assembled from the
productive interaction and collaboration of both—is situated in the interpreting and meaning-
making that is produced in and by reading. Logocentric literary theory actually has had every-
thing backwards and upside down.

18

This also explains how AI generated content comes to have meaning. The critics are correct
when they point out, for instance, that “ChatGPT lacks the ability to truly understand the com-
plexity of human language and conversation” (Bogost 2022). But it would be impetuous for us to
conclude from this fact that what the AI generates is non-sense, meaningless, or bullshit (Hicks,
Humphries, and Slater 2024). These writings are meaningful, and what they mean is something
that happens in the process of our reading, interpretation, and evaluation of the generated con-
tent. And this fact is not something that is speci�c to large language models but is, as Barthes
had argued, a de�ning characteristic of all writing.

19

Signs of Signi�cation2.3

Finally, the issue is not where meaning is located and produced. What is at issue is the concept
of meaning itself. Beginning with Aristotle and persisting in the current critique of AI technol-
ogy, language is assumed to consist of signs that refer and defer to the signi�ed. When I write
the words “large language model,” for instance, it is assumed that those linguistic tokens stand
for and refer to some real thing out there in the world, like the ChatGPT application developed
by OpenAI. “The signi�cation ‘sign,’” Derrida (Derrida 1978, 281) wrote in the essay “Structure,
Sign, and Play,” “has always been understood and determined, in its meaning, as sign-of, a signi-
�er referring to a signi�ed, a signi�er di�erent from its signi�ed.”

20

Following this classical semiology, it has been argued that LLMs manipulate words—or what
are also called linguistic tokens—but do not “truly comprehend the meaning behind the words”

21
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(Bogost 2022) because they “have no access to real-world, embodied referents” (Bender quoted
in (Weil 2023)). In other words, large language models manipulate signs without knowing that
to which these tokens refer (or do not refer, which amounts to the same thing). They generate
di�erent sequences of signs based not on actual meaning but according to statistically probable
arrangements of di�erent words, tokens, or signi�ers. Instead of penetrating the surface of the
signi�er to ascertain the true meaning of the words, LLMs are simply and super�cially playing
with signs.

But this seemingly common-sense view of how language works is not necessarily the natural or-
der of things. And it has been directly challenged by twentieth-century innovations in structural
linguistics, which sees language and meaning-making as a matter of di�erence situated within
the materiality of language itself. “In language,” as (de Saussure 1959) explains, “there are only
di�erences. Even more important: a di�erence generally implies positive terms between which
the di�erence is set up; but in language there are only di�erences without positive terms.” Signs,
therefore, do not (at least not principally and/or exclusively) come to have meaning by direct
reference to things that exist outside the system of signs. Signs refer to and di�er/defer from
other signs in the movement of what (Derrida 1982) calls di�érance.

22

The dictionary provides what is perhaps one of the best illustrations of this basic semiotic prin-
ciple: words come to have meaning through their di�erential relationship to other words. In
pursuing the meaning of a word in the dictionary, one remains within the system of linguistic
signi�ers and never gets outside language to the referent or what is typically called the “tran-
scendental signi�ed.” This is the meaning (or at least one of the meanings) of that famous (or
notorious) statement that is so often associated with (Derrida 1976, 158) and (Derrida 1993, 148):
“There is nothing outside the text.” And this is especially true for large language models, as there
is, quite literally, nothing outside the texts on which they have been trained and that they in turn
generate from the input of a user prompt.

23

We could  therefore  say—by way of  remixing a  statement  appropriated from (Wittgenstein
1995)—that for these generative AI systems: “The limits of their language model mean the limits
of their world.” Consequently, what has been o�ered as a criticism of LLM technology—namely,
that these algorithms only circulate di�erent signs without access to the real-world embodied
referents—might not be the indictment critics think it is. Large language models are structural-
ist machines that deconstruct the de�ning conceptual opposition of classical semiotics.

24

Conclusions and Projections3

Large language models are a signi�cant challenge because what we now have with these tech-
nologies are things that write without speaking from an embodied, living voice; a proliferation
of texts that do not have nor are beholden to the authoritative voice of an author; and state-
ments the truth of which cannot be anchored in and assured by a prior intention to say some-
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thing. From one perspective—a perspective that remains bound to the epoch of logocentrism—
this can only be seen as a threat and crisis. What is on the line and in the crosshairs is our very
understanding of language and the meaning of literature. The future of writing and human
communication seems to be in jeopardy.

But from another perspective—one which follows the deconstruction of this tradition that had
been developed and documented in 20  century literary theory, this is an opportunity to think
beyond and in excess of the limitations of Western metaphysics and its hegemony. Understood
in this way, large language models and generative AI do not threaten writing, the �gure of the
author, or the concept of truth. They only threaten a particular and limited conceptualization—
one that is itself not some naturally occurring phenomenon but the product of a particular cul-
ture and philosophical tradition. Consequently, instead of being misunderstood as signs of the
apocalypse or the end of writing, large language models and generative AI reveal the limits of
the logocentric privilege, participate in a deconstruction of its organizing principles, and open
the opportunity to think and write di�erently.

26

th

In the end, and to return to the question with which we began, the future of writing depends on
how we understand and theorize what is meant by the word writing. If we understand and take
it literally, that is, as the process of arranging of words or linguistic tokens in linear sequence on
some tangible medium, then writing will indeed continue well into the future. But who or what
does that writing and how that a�ects the meaning of any particular written content, is a ques-
tion that is and has actually has always been in �ux and dynamic. Large language models simply
render all of this legible.

27
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