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Abstract

Since 2010, Chile has been affected by a long-term drought, often referred to as the Mega-Drought.
To adapt to future drought events, we need reliable hydro-climatic information based on robust
observations and models. However, reliable hydro-climatic data needed for hydrological modelling
of remote Andean catchments are rarely available. Our objective was therefore to identify the most
suitable combination of different rainfall estimates with two rainfall-runoff models of varying com-
plexity to reliably simulate low flows related to drought.

We forced the widely used SWAT and HBV-light models with four satellite-based rainfall estimates
(SREs) (CHIRPSv2, MSWEPv1.2, MSWEPv2.0, TMPA 3B42v7) and inverse distance weighted (IDW)
precipitation observations for the main headwater catchment of the Imperial River basin (Arau-
cania, 38°N). Sobol global sensitivity analysis and calibration were carried out using the hydroPSO
R package, using two objective functions focused on the performance of low flows (logNSE and
low flows KGE).

Despite the differing amount and temporal distribution of water, for all four SREs, the Sobol sensi-
tivity analysis resulted in robust identification of key model parameters for all SWAT optimisation
runs, with most sensitivity for parameters related to deep groundwater recharge, lateral flow travel
time and the SCS runoff curve number. For the HBV-light model, only parameters related to snow-
melt and deep groundwater recharge were robustly identified for the wetter SRE products. For
both models and the two objective functions, the best efficiencies were obtained with the wetter
SREs (MSWEP v1.2 and CHIRPSv2) as well as with IDW.

We found that SREs combined with rainfall-runoff modelling provide a valuable instrument to sim-
ulate daily discharges for the Upper Imperial River Basin. The resulting models are hence suitable
to project low flows and water availability; information that is requested by local decision makers
needed to design irrigation systems for the agricultural downstream area and the secure water
supply of settlements in the context of future droughts.
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1 Introduction

In recent years, droughts and water scarcity have affected many
regions worldwide (Spinoni et al., 2019). To cope with future
droughts at the catchment scale, a deep understanding of local
low flow behaviour in dependence of climate variability is need-
ed. However, in the Andean region of Chile, hydro-climatic data
are scarce. For the humid and traditionally less drought-prone
Central-South, no hydrological studies are available that ana-
lyse daily and seasonal water availability and its dependence on
climate variability and unknown precipitation inputs from the
Andes (Zambrano-Bigiarini et al., 2017). Therefore, robust meth-
ods to quantify and project water availability, especially during
droughts, need to be developed. Aside from statistical time series
analyses, the most common method to achieve this is to use a hy-
drological model (Schuol et al., 2008; Knoche et al., 2014). Many
hydrological rainfall-runoff models of varying complexity are
available, ranging from lumped conceptual models to fully dis-
tributed raster-based models (Vansteenkiste et al., 2014a; Arnold
et al.,, 2012; Abera et al., 2017; van Der Knijff et al., 2010; Paniconi
& Putti, 2015; Devia et al., 2015), each with a different emphasis
on flow mechanisms and structural design, which are then imple-
mented in varying process-related algorithms of the model struc-
ture (Wei & Chih-Chiang, 2016).

Uncertainties related to model structure and input data used to
calibrate a model are a constant topic of debate amongst scien-
tists and engineers (e.g., Uhlenbrook et al., 1999; Refsgaard et
al., 2006; Parasuraman & Elshorbagy 2008). Assessing parameter
identifiability and input data related uncertainties is particularly
relevant when simulating extreme low flows, as parameter behav-
iour tends to adapt to smaller precipitation inputs and measure-
ment errors are more likely to occur when discharges are low (or
very high) (Vansteenkiste et al., 2014a). Thus, to generate locally
suitable parameter behaviour, it is becoming common practice to
calibrate and compare models with differing structures, before se-
lecting one to be implemented for decision making in a region (te
Linde et al., 2008; Golmohammadi et al., 2014; Kaleris et al., 2016;
Wei & Chih-Chiang, 2016).

The performance of the models is largely dependent on the quality
and availability of the input data. Spatially distributed rainfall is the
variable of greatest uncertainty in mountainous regions (Qi et al.,
2016; Zambrano-Bigiarini et al, 2017; Baez-Villanueva et al., 2018),
where in-situ climate monitoring is sparse and spatial variability is
high. More recently, the implementation of satellite-based rainfall
estimates (SREs) for hydrological and climatological studies has
gained prominence in data-scarce regions (e.g., Dile & Srinivasan,
2014; Simons et al.,, 2016; Worglul et al., 2017). The high spatial and
temporal resolution of SREs have resulted in them becoming via-
ble datasets for driving hydrological estimates in the absence of
reliable ground-based measurements, which are sparse in remote
Andean headwater catchments at higher elevations.
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Such is the case with the Imperial River Basin in southern Chile,
which is the study region used as pilot catchment for this study.
Although it is a rather wet region with average precipitation of
1200 mm per year, it has been affected by severe droughts in
the last decade (Garreaud et al., 2017). To adapt to these recent-
ly recurrent summer droughts, there are plans to develop irriga-
tion systems (CNR, 2017) to secure water supply for agriculture.
McNamara et al. (2020) used a WEAP model to estimate water
availability under potential drought events and irrigation infra-
structure in a low-to-medium elevation agricultural sub-catch-
ment of the basin. However, little information exists on the local
hydrological and drought characteristics of the headwater catch-
ments, and there have been no hydrological studies to quantify
the seasonal availability of water in the entire basin, or its depend-
ence on climate variability and unknown precipitation inputs in
the Andes. While the performance of the most relevant SREs have
been evaluated against existing rain gauge data within Chile
(Zambrano-Bigiarini et al., 2017; Baez-Villanueva et al., 2018), the
overall objective of this study is to identify the most robust combi-
nation of different satellite-based datasets with two rainfall-runoff
models of varying complexity to reliably simulate low flows.

The specific objectives are first to quantify the role of SREs in the
performance of the hydrological models HBV-light and SWAT 2.0.
Second, to verify a robust model structure and parameter sets to
represent hydrological processes in the Imperial River basin using
a Sobol sensitivity analysis, and finally, to assess biases in simu-
lated medium and high flows when the hydrological models are
calibrated to best represent low flows.

The publicly available input data (Section 3) and open-source
modelling tools (Section 4) used in this study will be valuable tools
to simulate hydrological drought scenarios and seasonal and long-
term low-flow forecasting to support the decision-making process
of water users in the Araucania and similar data-scarce regions.

2 Study Area

Our study region is the Upper Cautin (catchment area of 1257 km?
at Rari-Ruca Station), a sub-catchment of the Imperial River basin,
located in the Mediterranean climate of the Araucania Region of
Chile, between 37°51 and 38°56 latitude, with snow influence dur-
ing spring and summer. The main tributaries of the Imperial are
the Cautin, Cholchol, and Quepe rivers, which converge approxi-
mately 40 km east of the coast to form the Imperial River, totalling
a drainage area of 12,600 km?2.

To assess hydrological processes, we chose a headwater catch-
ment of the Cautin river (Figure 1), referred to hereafter as the
Upper Cautin River Basin (UCRB). The Cautin River originates from
precipitation and snowmelt on the western slopes of the southern
Andes, at altitudes reaching 3,079 m above sea level (asl), flow-
ing to a westerly direction to drain into the Rari-Ruca streamflow
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Figure 1: a) Location of the Imperial basin in Chile,
b) topography and river network of the Imperial basin,

¢) Upper Cautin River Basin (UCRB): land cover, river network and location of hydro-climatic stations

station (415 m asl). Seasonal precipitation differs greatly in the
UCRB, with high precipitation rates during winter and early spring,
and very low precipitation during summer. The seasonal precipi-
tation is reflected in the streamflow of the UCRB, which combined
with snowmelt, leads to an abundance of flow throughout winter
and spring and very low flows during the dry summer period.

Land cover in the UCRB is dominated by broadleaved forest in the

low to mid elevations interspersed with mixed agriculture and
grassland loosely centred on the river channels. In the high eleva-
tions, land cover ranges from shrubland to barren areas to perma-
nent snow and ice at the highest elevations. Soil in the catchment
is mostly clay loam and silty clay loam (Zhao et al., 2016).

There are settlements within the catchment and much of the pop-
ulation relies on water pumped from local wells. The agricultural
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areas are rain-fed, and irrigation is currently almost non-existent,
hence the UCRB can be considered undisturbed for hydrological
modelling purposes.

Climate projections for the Araucania region foresee an increased
occurrence of flood and drought events (IPCC, 2013; Prudhomme
et al,, 2013; Boisier et al., 2016). Due to recent drought events, an
Irrigation Plan for Araucania has been developed (CNR, 2017),
which contains strategies to increase agricultural activity. A gov-
ernment report from 2012 predicts an increase of agricultural wa-
ter demand in the region from 74.2 to 1113.2 m3/s by 2021 (Silva
Rojas et al., 2012). Hence, it is extremely important to develop a
water management plan to balance future water availability and
demand in the region.

3 Data

3.1 Ground-Based Rainfall

Precipitation (P) data were collected from the Direccion General
de Aguas (DGA) for 28 rain gauges recording total daily P in the
Imperial River basin, all located at elevations below 1,500 m asl.
We selected five rain gauges to assess the spatial and temporal
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distribution of P in the study catchment (1257 km?): Rari-Ruca
at an elevation of 440 m asl, Curacautin upstream at 500 m asl.,
Laguna Malleco in the North of the catchment at 830 m asl. and
Malalcahuello and Lonquimay both at 950 m asl. Maximum ele-
vation of the catchment is 3079 m.a.s.l. Linear interpolation was
used to remove data gaps of 10 days or less in the precipitation
time series. A daily catchment average P dataset was then esti-
mated using inverse distance weighting (IDW) interpolation of
the observed data from these four gauges, referred to from here
onwards as the IDW dataset. A theoretical ‘gauge’ was used for in-
put into the models, with its location at the centre of the catch-
ment. For the IDW dataset, the altitude of the ‘gauge’ was set as
the mean altitude of the four P gauges (750 m asl).

3.2 Satellite-Based Rainfall Estimates

There are numerous satellite-based rainfall estimation products
(SREs freely accessible in near real-time to the public in a wide
spectrum of data formats and spatio-temporal resolutions. Zam-
brano-Bigiarini et al. (2017) evaluated the performance of seven of
these high-resolution SREs in a point-to-pixel evaluation along the
latitudinal and longitudinal gradients of Chile. Five of the seven
products performed well in the Imperial River basin, with the best
results at elevation zones between 0-1,000 m asl. Based on long-

Table 1: Overview on data period, temporal and spatial resolution, coverage and source of the four SREs

SRE Period Temporal Resolution Geographic Coverage Spatial Resolution Product description
CHIRPSv2 1981 - ongoing Daily Latitude: 50°S-50° N 0.05° Funk et al., 2015
MSWEPv1.2 1979 -2015 3-hourly Global 0.25° Beck et al., 2017
MSWEPv2.0 1979 -2016 3-hourly Global 0.1° Beck et al., 2019
TMPA 3B42v7 1998 - ongoing 3-hourly Latitude: 50°S - 50°N 0.25° Huffman et al., 2007
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Figure 2: Mean monthly precipitation for the period 2000-2015 for the five precipitation datasets.
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term data availability and whether the products are continuously
updated, we selected three of these SREs for our assessment: The
Climate Hazards Group InfraRed Precipitation with Stations version
2 (CHIRPSV2) (Funk et al., 2015), the Tropical Rainfall Measuring
Mission Multi-Satellite Precipitation Analysis 3B42 version 7 prod-
uct (TMPA 3B42v7) (Huffman et al.,, 2007) and the Multi-Sourced
Weighted-Ensemble Precipitation version 1.2 (MSWEPv1.2) (Beck,
2017) (Table 1). In addition, we selected MSWEPv2.0 (Beck et al.,
2019), which became available after the Zambrano-Bigiarini et al.
(2017) study. For each of the SREs, a daily catchment-average P
dataset was calculated, using all grid cells within the catchment
boundaries and setting the same location for a ‘theoretical’ gauge
representing the precipitation inputs. The altitude of the ‘gauge’
was set as the mean altitude of the catchment. Figure 2 shows the
long-term monthly average P for each SRE.

3.3 Temperature

Average daily temperature (Tmean) data was non-existent at the
climate gauges within the UCRB. To calculate Tmean we used dai-
ly catchment average Tmax and Tmin values calculated by applying
the linear lapse rate adjustment (LLRA) method outlined by Dod-
son and Marks (1997).

3.4 Streamflow

Streamflow data (Q) for the period 1929 - 2015 were collected for
the Rio Cautin at the Rari-Ruca streamflow gauge (Figure 1) by the
DGA. This gauge was used as the outlet of the UCRB and the data
was used for the calibration and comparison of the models.

3.5 Evapotranspiration

Daily potential evapotranspiration (PET) was estimated by input-
ting the calculated Tmax and Tmin data into the Hargreaves equa-
tion (Hargreaves & Samani, 1985). Long-term monthly average
PET was obtained from Olivera-Guerra et al. (2014).

3.6 Land use/land cover

We used the 30 m resolution land use/land cover (LULC) dataset
by Zhao et al. (2016). The dataset is based on Landsat 8 imagery
from the years 2013-2014, supplemented with Moderate Reso-
lution Imaging Spectroradiometer Enhanced Vegetation Index
data, land cover from the Chilean Forestry Services, Google Earth
imagery, and 30 m resolution Shuttle Radar Topography Mission
DEM data (Zhao et al., 2016).

44  Methodology

4.1 Rainfall-Runoff models

HBV-light

The Hydrologiska Byrans Vattenavdelning (HBV) model is a
semi-distributed conceptual model with minimal input variables
needed to establish a water balance (Seibert, 1997; Seibert & Vis,
2012). HBV-Light consists of a snow routine and two reservoirs
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representing storage in the upper soil zone (SUZ) and storage in
the lower soil zone (SLZ). For further details, see Uhlenbrook et al.
(1999) and Seibert & Vis (2012).

SWAT 2.0

The semi-distributed Soil and Water Assessment Tool 2012 (SWAT),
developed by the United States Department of Agriculture, incor-
porates physically based processes related to soils and land cover
and has more demanding input needs, requiring more processing
power than conceptual models, but it has the potential to address
changing spatial characteristics in the catchment (Neitsch et al.,
2011; Arnold et al, 2012, Abbaspour et al., 2015).

4.2 Goodness of Fit (GOF)

We used two widely used low flow efficiency evaluation criteria:
the Inverse Nash-Sutcliffe Efficiency on logarithmic-transformed
flows (INNSE) (Krause et al., 2005) and the Inverse Kling-Gupta ef-
ficiency (KGEIf) (Garcia et al., 2017) as objective functions to ad-
dress low flows.

4.3 Sensitivity analysis

The variance-based method of Sobol (Sobol® 1993; Saltelli et al.
2010) was used for global sensitivity analysis of the hydrological
models to identify the most relevant parameters to be used during
calibration. Sobol is a variance-based sensitivity analysis, where
two sensitivity indices are calculated for each parameter: (i) the
first-order index Si, measuring the direct contribution of param-
eter Xi to the total output variance; and (ii) the total-order index
STi, representing the sum of all effects involving the parameter
Xi, i.e., its direct effect plus all the interactions with other parame-
ters. These sensitivity indices range from 0 to 1, and the difference
between a parameter’s first- and total-order indices represents the
effects of its interactions with other parameters. Several approach-
es have been proposed in the literature to numerically compute
the sensitivity indices Si and STi (e.g., Sobol’, 1993; Homma and
Saltelli, 1996; Jansen, 1999), and in this study we use the most effi-
cient formulas, as recommended by Saltelli et al. (2010).

For SWAT, 26 parameters were included in the sensitivity analysis,
based on previous studies and experience, while for HBV all 12 pa-
rameters were used. Parameter ranges for HBV are those defined
in Table 2, and the parameter ranges for SWAT are in Table 3.

4.4 HydroPSO: Calibration and validation

For all five P datasets, the 10 most relevant parameters identified
with the Sobol sensitivity analysis were selected for the calibra-
tion of HBV, and for SWAT the eight most sensitive parameters
were selected for calibration (Tables 4 and 5). Calibration was per-
formed by implementing the Particle Swarm Optimisation (PSO)
technique using the hydroPSO algorithm developed by Zambra-
no-Bigiarini and Rojas (2013). The hydroPSO algorithm, executed
within the R statistical environment (R Core Team, 2016), was cho-
sen as it was specifically designed to perform sensitivity analysis
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and model calibration on any hydrological model, making it an
ideal calibration method for effective comparison between differ-
ent model performances.

Both models were calibrated for the period from 2000 to 2010,
with a one-year warm up period. The performance of the models
was evaluated against the measured streamflow data from the
Rari-Ruca gauge. We implemented hydroPSO for both GOF func-
tions for each model, resulting in an optimal parameter set for
each model and objective function (Figure 3). For SWAT we used
sets of 50 particles and hydroPSO was implemented for 200 iter-

Table 2: Parameters used in the Sobol sensitivity analysis of HBV.
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ations (10,000 model runs). The conceptual nature of HBV allows
for thousands of iterations to be run without overstressing com-
putational power, allowing us to implement sets of 50 particles
for 500 iterations (25,000 model runs) within a similar time frame.

The optimised hydroPSO calibrated parameter set from each
model was validated by evaluating its performance against a
further five years of data (2011-2015) from the Rari-Ruca gauge,
again using the KGEIf and InNSE functions as GOF performance
indicators.

Parameter Explanation Unit Default value Lower limit Upper limit
Snow

T Threshold temperature °C 0 -2.5 2.5
CFMAX Degree-day factor mm°C'd”’ 3 0.5 9
SFCF Snowfall correction factor - 1 0.2 1.2
SP Seasonal variability in degree-At factor - 1 0 1
Soil and evaporation routine

FC Maximum soil moisture mm 200 25 1000
LP Soil moisture threshold for reduction of evaporation - 1 0 1
BETA Shape coefficient - 1 1 6
Groundwater and response routine

K1 Recession coefficient d’ 0.1 0.005 0.1
K2 Recession coefficient d? 0.05 0.0005 0.1
PERC Maximal flow from upper to lower GW-box mm d”’! 1 0 12
Alpha Non-linearity coefficient - 0 0 1
MAXBAS Routing, length of weighting function d 1 1 2.5
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Table 3: Parameters in the Sobol sensitivity analysis of the SWAT2012 model.
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Parameter Description Unit Default value Lowerlimit  Upper limit
SFTMP Snowfall temperature °C 1 0 5
SNOS0COV Fraction of snow volume represented by SNOCOVMX that cor- i 05 0 0.9
responds to 50% snow cover
ESCO Soil evaporation compensation factor - 0.95 0.01 1
SURLAG Surface runoff lag time d 4 1 12
SMTMP Snowmelt base temperature °C 0.5 -5 5
SMFMN Minimum melt factor for snow °C 45 1.4 6.9
TIMP Snowpack temperature lag factor - 1 0.01 1
SMFMX Maximum melt factor for snow °C 45 1.4 6.9
EPCO Plant uptake compensation factor - 1 0.01 1
ALPHA_BF Baseflow alpha factor d 0.048 0.01 0.99
RCHRG_DP Deep aquifer percolation fraction - 0.05 0 1
GWQMN Threshold water depth in the shallow aquifer for flow mm 0 0 5000
GW_REVAP Groundwater “revap” coefficient - 0.02 0 0.2
GW_DELAY Groundwater delay time d 31 0 500
REVAPMN Threshold depth of water in the shallow aquifer for "revap" to mm H:0 750 : 1000
occur
LAT_TTIME Lateral flow travel time d 0 0 180
OV_N Manning’s “n” value for overland flow - 0.1 0.01 30
CANMX Maximum canopy storage mm H20 0 1 10
HRU_SLP Average slope steepness mm’' 0.2 0 1
CN2 SCS runoff curve number - 55 40 95
CH_K2 Effective hydraulic conductivity in main channel alluvium mm h 0 0 200
CH_N2 Manning’s “n” value for the main channel - 0.014 0 03
SOL_AWC Available water capacity mm H.0 mm™ 0.15 0.01 0.35
SOL_K Saturated hydraulic conductivity mm hr’ 50 0.001 1000
SOL_ALB Moist soil Albedo - 0.15 0 0.25
USLE_K USLE equation soil erodibility factor - 0.2 0 0.65
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4.5 Assessing Model Uncertainties and Flow Bias

We evaluated model uncertainties by analysing the 95% predic-
tion uncertainty band (95PPU). The 95PPU can be used to assess
the accuracy of the calibration by finding the fraction of the
band that brackets the observed streamflow data, known as the
P-factor (Abbsapour et al., 2007). The value for P-factor ranges
from 0 to 1, where 1 indicates 100% of measured data bracketed
within model prediction uncertainty. The 95PPU was calculated
by setting a threshold GOF value of 0.0 and simulations which
achieved a GOF above this threshold were used to calculate the
2.5 and 97.5 percentiles of the cumulative distribution of every
simulated point (Abbaspour et al., 2004). The P-factors were also
calculated separately for low, medium, and high flows (using 5th
50th, and 95th percentiles, respectively) to determine differenc-
es in uncertainty in the three flow-spectra due to the use of low-
flow objective functions.

Satellite Based
Rainfall Estimate

CHIRPSV2

Rainfall-Runoff
Model Calibration

Sobol
sur_| > Sy
MSWEPv1 HBY
MSWEPv2
TMPA 3B42v7

Figure 3: Overall methodology

5 Results

5.1 Sobol Sensitivity Analysis

The results of the Sobol sensitivity analysis for HBV using KGEIf as
the objective function are shown in Table 4. We obtained 10 sen-
sitive parameters to be used for calibration. For all P datasets, the
most sensitive parameters were the snowmelt process related
SCFC (Snow Correction Factor) and TT (Snow Melt Temperature
Threshold) parameters and the groundwater parameter K2 (lower
groundwater box recession threshold) followed by BETA, CFMAX,
SP, PERC, LP, FC, Alpha and K1 (parameter descriptors in Table 2).
Table 5 shows that the eight most sensitive parameters for SWAT
are the runoff generating parameters: RCHRG_DP (Deep aquifer
percolation fraction), CN2 (SCS runoff curve number) and LAT_
TTIME (lateral flow travel time) followed by soil and vegetation
related parameters SOL_K, SOL_AWC, CANMX and groundwater
and baseflow generating parameters GW_DELAY and ALPHA_BF
(parameter descriptions in Table 3).

5.2 Model calibration and validation

Figure 4 shows bar graphs of the objective function (GOF) results
for calibration and validation of both model types forced with
each of the P datasets. Both the HBV and SWAT models simulated
streamflow reasonably well, with the MSWEPv1.2 and CHIRPSv2
forced models performing best. KGEIf obtained better results for all
models (calibration and validation). Calibration with MSWEPv1.2
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We also used these percentiles to produce Empirical Cumulative
Density Functions (ECDFs) from hydroPSO to quantify the bias in
the three flow-spectra. The ECDFs were created using a subset of
the hydroPSO simulations for GOFs > 0.5 and were compared to the
observed percentiles to derive percent biases (Zambrano-Bigiarini
& Rojas, 2013). A positive bias indicates overestimation of flow,
while a negative bias indicates underestimation of flow.

4.6 Overall methodology

The five P datasets were used to calibrate the two models. Then, we
applied the Sobol sensitivity analysis in the hydroPSO tool to eval-
uate model parameter sensitivity and parameter identifiability. We
then implemented a Particle Swarm Optimisation (PSO) technique
to calibrate the models, using the two objective functions (GOFs)
to analyse the performance of the models. The process outcome is
four sets of optimised parameters for each P dataset, two for each
model (Figure 3).

Optimized Parameter Sets
to simulate Low Flows

Goodness of Fit
Particle Swarm SWAT KGEIf
O?ﬁ'y':‘;ﬁt(',‘)’" KGEIf SWAT InNSE
InNSE HBV KGEIf
HBV InNSE

gave the best results when using the HBV model (InNSE = 0.89 and
KGEIf = 0.93). The IDW forced models performed reasonably well
considering the P gauges are all below 1000 m asl. The validation
results for three of the four IDW forced models are higher than
the calibration values. The MSWEPv2.0 and TMPA 3B42v7 forced
models performed very poorly when forcing HBV and returned
GOF function values < 0.5 for the calibration period. Both SREs per-
formed better when forcing SWAT, with TMPA 3B42v7 giving high-
er GOF values than MSWEPv2.0.

MSWEPV2.0 performed slightly better than TMPA 3B42v7 during
validation. The validation GOF values are all below 0.5 except for
SWAT forced with MSWEPv2.0, which gave KGEIf = 0.50 when
calibrated using KGEIf as the objective function. Therefore, these
models could not be validated to an acceptable level. MSWEPv1.2
performed almost as well during validation as during calibration
when forcing HBV, with only a difference of 0.02 and 0.04 for
INNSE and KGEIf, respectively. MSWEPv1.2 performed much bet-
ter when forcing HBV than when forcing SWAT. This can be seen in
the validation bar graphs (Figure 4) which show that the GOF val-
ues for the validation of HBV (InNSE = 0.87, KGEIf = 0.89) obtained
almost double the values than SWAT (InNSE = 0.41, KGEIf = 0.56).
CHIRPSv2 showed similar results in validation for both objective
functions and models (0.61 and 0.67 respectively). Performance of
the MSWEPv2.0 and TMPA 3B42v7 forced models for calibration
and validation was better for KGEIf than for INNSE.
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Table 4: Results of the Sobol sensitivity analysis of the HBV model using KGEIf. Rankings are in descending order of most sensitive parameters to least
sensitive.

Parameter CHIRPSv2 Ranking IDW Ranking MSWEPv1.2 Ranking MSWEPv2.0 Ranking  TMPA 3B42v7 Ranking

SFCF 1 1 1 2 4
TT 2 2 2 3 2

K2 3 3 3 1 1
BETA 5 4 4 4 3
CFMAX 8 5 6 5 5
SP 6 6 7 6 6
PERC 4 7 5 8 8

LP 10 8 11 7 7

FC 1 9 10 9 9
Alpha 7 10 8 10 10

N ° no °o no

MAXBAS 12 12 12 12 12

Table 5: Results of the Sobol sensitivity analysis of the SWAT model using KGEIf. Rankings are in descending order of most sensitive parameters to
least sensitive.

Parameter CHIRPSv2 Ranking IDW Ranking MSWEPvV1.2 Ranking MSWEPv2.0 Ranking  TMPA 3B42v7 Ranking
RCHRG_DP 2 1 1 1 1
CN2 1 2 2 3 2
LAT_TTIME 3 3 3 2 3
SOL_K 5 4 4 4 5
SOL_AWC 4 6 5 5 6
CANMX 6 5 7 6 4
GW_DELAY 8 7 8 9 7
ALPHA_BF 9 9 6 7 8

""""" HRUSLP 7 & 9 8 9

GW_REVAP 13 10 10 11 10
CH_K2 12 12 13 12 14
OV_N 11 13 12 14 13
SFTMP 10 15 1 15 12
GWQMN 15 11 19 10 11
ESCO 14 14 14 13 15
CH_N2 16 16 17 17 17
SMTMP 17 18 15 18 16
REVAPMN 19 19 18 20 18
SMFMN 18 20 16 21 20
EPCO 21 17 22 16 22
SMFMX 20 21 20 19 19
TIMP 22 22 21 23 21
SOL_ALB 23 23 23 22 23
SNO50COV 24 24 24 24 24
USLE_K 25 25 25 25 25

SURLAG 26 26 26 26 26
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Figure 4: InNNSE and KGEIf objective function (GOF) performance for the calibration and validation periods and the five Precipitation datasets. The
numbers above each bar show the GOF value.
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Figure 5: Hydrographs showing a three-year period of the calibration period for the combinations HBVlight and CHIRPSv2 and HBVlight and IDW.
The black curve is the observed streamflow captured at Rari-Ruca, the blue curve is the optimal simulation achieved during hydroPSO calibration,
and the grey curve is the 95% prediction uncertainty. The goodness of fit and P-factor values were calculated for the entire calibration period.
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the 95PPU band brackets the observed flow when each of the
objective functions are used. Figure 6 shows the P-factors for
the three flow-spectra. The P-factors for each model are much
higher when only low-flows are considered and generally higher
when KGElIf is used as the objective function. A similar trend can
be seen in the high-flow P-factors, although they are much lower
than the low-flow P-factors.

5.3 Model Uncertainties and hydrograph performance
Figure 5 displays hydrographs for the two best performing mod-
el-P data set combination. The P-factor was calculated for the en-
tire calibration period, while the hydrographs below show a snap-
shot of three years of this period. The CHIRPSv2 and IDW P-factors
are low considering the high KGEIf values.

When the P-factors were calculated separately for low, medi-
um, and high flows (Figure 6), the results differed on how well
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Figure 6: P-factors calculated separately for low-, medium-, and high-flows

5.3.1 Analysis of low-flows using ECDF bias

Figure 7 shows the percent biases, calculated from the ECDFs, for
the P datasets when forcing each model and calibrated using each
objective function. Overall, we observed that the models calibrat-
ed using INNSE performed better at simulating low-flows than the
models calibrated using KGEIf as the objective function. Simulated
streamflow from CHIRPSv2, IDW, MSWEPv2.0, and TMPA 3B42v7
tended to underestimate low-flow periods when forcing both
SWAT and HBV. MSWEPv1.2 had 0% bias when forcing HBV regard-
less of the objective function used during calibration and is con-
sistent with these models achieving the highest GOF values. When
forcing SWAT, MSWEPV1.2 tended to slightly overestimate low-
flows when KGEIf was used (7.8%) and slightly underestimate low-

flows when InNNSE was used (-5.8%). The opposite was observed
with CHIRPSv2, which tended to underestimate low-flows to a
lesser extent when forcing SWAT compared to when it was used
to force HBV. IDW underestimated low-flows by around 10% when
forcing SWAT and around 20% when forcing HBV, regardless of the
model or objective function used during calibration. MSWEPv2.0
and TMPA 3B42v7 both significantly underestimated low-flows.

5.3.2 Medium and high flow simulation performance

Similar trends are observed with medium flows. Medium flows
were simulated better overall with INNSE compared to KGEIf; how-
ever, were not simulated as accurately as low flows for most mod-
els. The MSWEPvV1.2 forced SWAT models overestimated medium
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Figure 7: Flow bias for a. Low-flows, b. Medium-flows, and c. High-flows based on the 5th, 50th,and 95th percentiles of the empirical cumulative
distribution function, respectively, for the simulated discharges in the Upper Cautin River Basin during the calibration period.

flows by around 40% and the newer version, MSWEPv2.0, under-
estimated medium flows when forcing both models by 30-40%.
TMPA 3B42v7 underestimated medium flows more when forcing
HBV than SWAT, which is the opposite for IDW, which underes-
timated medium flows more when forcing SWAT than HBV. The
MSWEPV1.2 forced HBV model simulated medium flows the best.
When calibrated using KGEIf, medium flows were simulated with
almost no bias (-0.1%) and MSWEPV1.2 only slightly overestimat-
ed medium flows (2%) when using InNSE. The CHIRPSv2 forced
SWAT model calibrated using KGEIf performed almost as well as
the MSWEPv1.2 forced HBV models and only underestimated
medium flows by 0.8%. When InNSE was used to calibrate the
CHIPRSv2 forced SWAT model, flow was overestimated by 6.6%.
High flows were better simulated using KGEIf. MSWEPv2.0,
IDW and TMPA 3B42v7 both greatly underestimated high flows.
MSWEPvV1.2 tended to overestimate high flows only slightly when
forcing HBV and greatly overestimated high flows when forcing
SWAT. CHIRPSv2 simulated high flows more poorly and underesti-
mated high flows by 10% using KGEIf and by 20% when InNSE was
used as the objective function.

5.3.3 Water Balance

The over- and under-estimations illustrated above become clear
when considering how well each P dataset closes the water bal-
ance (Table 6). The average annual observed streamflow in the
UCRB is 2,209.64 mm/year. For the IDW, MSWEPv2.0 and TMPA
3B42v7 forced models, the average annual P is under 2,000 mm/
year. Looking first at the HBV forced models, this resulted in very
small amounts of annual AET and an annual streamflow much
lower than the observed value. The SWAT models forced with
these P datasets produced higher values for AET. This was not
at the expense of streamflow, which tended to be higher than
the annual streamflow of the respective HBV model value. The
MSWEPv2.0 and TMPA 3B42v7 forced SWAT models underesti-
mate annual streamflow by at least 900 mm/year. The CHIRPSv2
and MSWEPv1.2 forced HBV models show a much higher annual P
than the other three P datasets and produced much higher values
for annual streamflow. The CHIRPSv2 forced HBV model was una-
ble to close the water balance due to the low AET. The CHIRPSv2
forced SWAT model was able to close the water balance. The vol-
ume difference between simulated annual streamflow and ob-
served annual streamflow was lowest for the MSWEPv1.2 forced
HBV model calibrated using INNSE (12.74 mm/year).
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Table 6: Average annual values (mm/year) simulated by each model forced with each precipitation dataset using INNSE and KGEIf as the objective

function during the periods 2001-2010.

Water balance CHIRPSv2 IDW MSWEPv1.2 MSWEPv2.0 TMPA 3B42v7

process (mm/y) KGEIf INNSE KGEIf InNSE KGEIf InNSE KGEIf InNSE KGEIf InNSE
P 2841.31 2841.31 1839.24 1839.24  3802.55 380255 1607.75 1607.75 1922.95 1922.95
Qsim 2025.64 1944.92 1960.79 1926.90  2190.04 219690  1193.29 1185.22 1276.33 1271.30

HeY AET 35245 432.19 355.30 368.70 821.04 755.57 216.56 219.26 346.18 349.30
Qobs — Qsim 184.00 264.71 248.85 282.74 19.59 12.74 1016.35 1024.42 933.31 938.34
P 2741.40 2741.40 1814.40 181440 354580 354580 1579.20 1579.20 1807.80 1807.80
Qsim 2068.30 2085.75 1549.59 1544.22  2330.55 238495 199754 1357.90 1598.68 1618.24

SWAT AET 700.80 682.90 541.40 547.60 728.40 733.20 586.30 512.30 648.60 631.10
Qobs - Qsim 141.34 123.89 660.05 665.42 -120.91 -175.31 212.10 851.74 610.96 591.40

6 Discussion

HydroPSO optimisation obtained very good statistical efficiencies
for KGEIf and InNSE for the MSWEPv1.2, CHIRPSv2 and IDW data-
sets. The hydroPSO tool was effective in terms of low computa-
tional power and time requirements and few iterations (25,000)
needed to obtain a satisfactory result.

6.1 Model performance and role of objective function
HBV-light obtained better efficiencies compared to SWAT forced
with CHIRPSv2, IDW, and MSWEPv1.2. However, HBV was unable
to be satisfactorily calibrated when forced with MSWEPv2.0 and
TMPA 3B42v7. This might be explained by the higher complex-
ity of the SWAT model structure. Previous studies have focused
on whether performance increases with model complexity: te
Linde et al. (2008) found that the HBV model performed better
than the more complex VIC distributed land-based model in the
Rhine River Basin. Finger et al. (2015) showed that the HBV model
obtained better results compared to the spatially distributed TOP-
KAPI model, and demonstrated that model complexity does not
enhance model performance if the input data does not contain
the appropriate information. This suggests that if discharge is the
only target variable, lumped models can be more appropriate, es-
pecially when considering the lower computation time and data
requirements. However, if physical processes related to soil and
LULC are targeted, a more distributed model such as SWAT is nec-
essary (Orth et al., 2015).

The effectiveness of the models was influenced by the objective
functions that we selected for calibration. When calibrating the
two wetter and best performing SREs (CHIRPSv2 and MSWEPV1.2),
simulated streamflow showed only minor low-flow bias regard-
less of the objective function used. For the remaining SREs and
the IDW dataset, low flow and medium flow bias is lower when
INNSE is used. However, calibrating with INNSE produced greater
over- or under-estimation of high flows compared to KGEIf. This
is due to the combined nature of the KGEIf function (Garcia et al.,
2017). Garcia et al. (2017) found that while low flows were better
simulated with KGE(1/Q), simulations overall were better when

combining it with KGE, due to KGE placing greater emphasis on
higher flows.

We can conclude similar findings for this study when comparing
KGEIf with InNSE; KGEIf results in more accurate streamflow sim-
ulations when considering all flow-spectra biases and this is also
reflected in the GOF values (Figure 4), which tended to be higher
with KGEIf compared to InNSE.

6.2 Model uncertainties

We evaluated model uncertainties by analysing the 95% predic-
tion uncertainty band (95PPU) and the P-factors, finding that the
P-factors for each model were much higher when only low flows
were considered and generally higher when KGEIf was used as the
objective function. These values are high enough (e.g., KGEIf 0.93;
P-factor 0.72) to conclude that the model uncertainty is reasona-
bly low and any low flow simulations can be considered with an
adequate level of confidence. On the other hand, the high flow
P-factors are much lower than the low flow P-factors and the
model uncertainty is too high for most SREs. Therefore, we cannot
be as confident in the simulated values for high flows. Because the
focus of this study is low flows related to drought, this outcome is
considered to be acceptable. The P-factors for each model show
how in the search for the optimal fit, the iterative nature of hy-
droPSO decreases parameter uncertainty at the cost of capturing
model uncertainties within the 95% prediction uncertainty band
(Abbsapour et al., 2015). Due to the ease of hydroPSO to alter the
desired objective function, it would be a simple exercise to in-
clude the P-factor as a weighted index in the objective function.
Thus, in future studies, a balance could be found between hydro-
graph optimisation and accounting for model uncertainty.

6.3 Parameter sensitivity (Sobol)

We found only minor differences in parameter sensitivity when
using different objective functions and precipitation estimates
(see Table 4 and 5 for the results of Sobol with KGEIf as the ob-
jective function). The most sensitive parameters were those re-
lated to the snowmelt processes (SCFC and TT) and groundwater
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processes (K2). For SWAT, the most sensitive parameters were the
baseflow and groundwater related parameters RCHRG_DP, CN2,
and LAT_TTIME. Both models also showed a lower sensitivity for
soil and vegetation related parameters (FC, LP and BETA for HBV,
and SOL_K, SOL_AWC, CANMX for SWAT) followed by further
groundwater and baseflow generating parameters (PERC and
Alpha for HBV, and GW_DELAY and ALPHA_BF for SWAT). Both
models hence use the streamflow generating parameters for cali-
bration while HBV additionally uses the temperature dependent
snowmelt related parameters. This coincides with earlier HBV-
Light applications in the Andes of Central Chile, that resulted in
a Snow-Groundwater model governed by streamflow generating
and snowmelt related parameters (Nauditt et al., 2016).

6.4 Hydrological evaluation of Satellite-based Rainfall
Estimates (SREs)

MSWEPV1.2 performed the best when forcing both models. HBV
forced with MSWEPV1.2 performed better than SWAT forced with
MSWEPV1.2, achieving the highest values for KGEIf and InNSE. It
also had the least simulation bias when looking at the three flow
spectra. Both models closed the water balance, mainly due to the
high P amounts available to be utilised by each model. As shown
in Figure 2, annual average P estimated by MSWEPv1.2 is much
higher than the other SREs. When forced with MSWEPv1.2, both
SWAT and HBV took advantage of the high amounts of P to close
the water balance and calibrated the groundwater parameters
to encourage storage and percolation of the excess water during
hydroPSO optimisation. CHIRPSv2 also performed well and per-
formed better when forcing SWAT than HBV. This was due to the
ability of SWAT to more accurately simulate the three flow spectra,
leading to better simulations of the validation period. In contrast,
the IDW dataset only performed well when forcing HBV and not
when forcing SWAT.

In a point to pixel evaluation of different SREs (Zambrano-Bigia-
rini et al., 2017), TMPA 3B42v7 showed a good overall perfor-
mance in the central south region of Chile, but this result was
not confirmed by our hydrological evaluation of the product.The
same can be said for MSWEPv2.0, which also performed poorly.
Baez-Villanueva et al. (2018) compared MSWEPv2.0 to observed
data in the Imperial River basin and found that it performed as
well as CHIRPSv2. The discrepancies between the point-to-pixel
comparisons and the findings from this study could be: i) be-
cause the SREs (including CHIRPSv2) use observed P for bias cor-
rection during the estimation process: and ii) there are no sta-
tions above 1,500 m asl in the region. Orographic precipitation
occurs in the UCRB (Viale & Nuiiez, 2001) and these effects are
not captured at higher elevations due to the lack of observation
stations. This could lead to underestimations of P in these high
elevation areas, especially for the TMPA 3B42v7 and MSWEPv2.0
datasets, which appear to use observation stations for bias cor-
rection more rigorously (see Figure 2).
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6.5 Model Water Balance: evapotranspiration (AET) and
precipitation estimates

The SWAT models produced much higher values for actual evap-
otranspiration (AET) than the HBV models (Table 6). The reason
for this cannot be the PET estimated by each model, as the an-
nual PET estimated by HBV is 1,347 mm/year, while the PET esti-
mated by SWAT is approximately 820 mm/year. The only available
reference for long-term annual PET in the region is a DGA (1988)
publication, which calculated pan evapotranspiration to be 1,300
mm/year at Rari-Ruca station. Therefore, HBV produces more ac-
curate values of PET than SWAT, for which the Hargreaves method
is used. Olivera-Guerra et al. (2014) estimated AET in Chile using
satellite imagery. They estimated that the annual AET in the UCRB
is 717 mm/year. As Table 6 shows, the AET produced by the HBV
model is much lower than this value for all models except when
forced with moisture rich MSWEPV1.2. The AET produced by the
SWAT models is closer to the AET that was estimated by Olive-
ra-Guerra et al. (2014).

SWAT and HBV both have a precipitation lapse rate parameter that
can be included, which could allow for some of this lost P to be
recovered. However, we kept the lapse rates set as the default for
each model to enable a better comparison of the performance of
the models and the SREs used as P inputs. The default P lapse rate
for HBV (PCLAT) is 10%/100 m while the default for SWAT (PLAPS)
is 0 mm/km. Tuo et al. (2016) found that calibrating the PLAPS pa-
rameter improved simulated streamflow and SWAT model perfor-
mance increased by at least 9%.

The differences can also be seen in how well each P dataset was
able to close the water balance. All P datasets underestimated
annual streamflow when forcing both models, except for the
MSWEPvV1.2 forced SWAT model, which slightly overestimated an-
nual streamflow. MSWEPv1.2 and CHIRPSv2 estimate the highest
annual and mean monthly rainfall (Figure 2) so it is not surprising
that these SREs performed better than the drier MSWEPv2.0 and
TMPA 3B42v7. The latter also have the largest volume differenc-
es of the four datasets. Dinku et al. (2009) also evaluated TMPA
3B42v7 and found that it underestimated both the occurrence
and amount of rainfall in their Columbian study catchment, which
they partially attributed to orographic processes over the Andes.
However, Tuo et al. (2016) considered orographic effects in their
study by including elevation bands and calibrated the PLAPS pa-
rameter, yet still achieved unsatisfactory results when calibrating
SWAT with TMPA 3B42v7.
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7 Conclusion

Accurately modelling sparsely monitored headwater catchments
is vital for water management in drought prone regions. We test-
ed the combination of different SREs and modelling tools to sim-
ulate discharge from a data-scarce snowmelt driven pilot catch-
ment in south-central Chile. By forcing two hydrological models
of differing complexity with data from four SREs, we assessed if re-
mote sensing data can be used as an alternative to ground-based
observation data.

The wet MSWEPV1.2 data product performed best out of the SREs
followed by CHIRPSv2, with the IDW dataset also achieving good
simulations when forcing HBV. Both InNSE and KGEIf performed
reasonably well at simulating low-flows, as evidenced by a low
bias in the MSWEPv1.2 and CHIRPSv2 simulations. As CHIRPSv2 is
continuously updated and considering MSWEPv1.2 is only availa-
ble until the end of 2015, we recommend using CHIRPSv2 for fur-
ther studies in the Imperial River basin.

As further research steps in the region, we recommend the in-
clusion of the P-factor in the objective function during hydroPSO
calibration. This updated method could be applied to other head-
water catchments. This method could also be applied to down-
stream catchments, where CHIRPSv2 may perform better accord-
ing to Zambrano-Bigiarini et al. (2017) and Baez-Villanueva et al.
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(2018) as well as TMPA 3B42v7 and MSWEPv2.0. Furthermore, re-
cent P products such as MSWEPv2.2 (Beck et al., 2019), the updat-
ed gridded CR2-MET, ERAS5 (Hersbach et al., 2020) and RF-MEP ap-
plied over Chile (Baez-Villanueva et al., 2020) should be evaluated.
Finally, the calibrated models could be forced with short and long
term climate projections as well as artificial climate scenarios to
simulate future drought periods.

We conclude that the methodology suggested here represents a
transferable set of tools to be applied in data-scarce headwater
catchments along the Chilean latitudinal gradient. Combining
best performing SREs, hydrological modelling, Sobol sensitivity
analysis, hydroPSO calibration and uncertainty analysis represent
a valuable instrument for drought and water management in da-
ta-scarce regions. It relies on open access data, open source scripts
and models that are well documented and require little computa-
tion time. Moreover, our findings provide important information
on the character of low flows, valuable for drought management
in the region. Our approach can be easily transferred to other
study regions to allow the improved modelling of low flows, and
consequently, provide valuable information and knowledge in
drought management planning.
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