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Abstract

Analysis of data from single-case intervention studies commonly involves visual analysis. 
Previous research indicates that visual analysis may suffer from low reliability and unprom-
ising error rates. We investigated the reliability and validity of visual analysis and explored to 
what extent data trends affect judgments. We administered a within-subject experiment in 
which 186 teacher-education students visually analyzed specifically constructed single-case 
graphs that included either an intervention effect, a trend effect, both effects, or no effect. 
Participants identified intervention effects in 75% of the graphs, regardless of the existence 
of a trend. Type I error rates were low (5%) in graphs without a trend but increased fivefold 
(25%) for graphs with a trend. Inter- and intra-rater reliability was low, particularly when a 
trend was present in the data. 
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Single-case research has become an important and 
broadly accepted way to gain insight into educa-
tional processes (Gast & Ledford, 2018; Horner et 

al., 2005). Particularly in the field of special education, 
single-case research has been adopted as an appro-
priate method of evaluating the effectiveness of an in-
tervention or the developmental processes underlying 
difficulties in acquiring academic skills (Kratochwill et 
al., 2010, 2012). Furthermore, single-case methods can 
be used by teachers and educators who are interested 
in evaluating the effects of their interventions or the 
learning progress of their students (e.g., in combina-
tion with curriculum-based measurements). The infor-
mation resulting from single-case research designs is 
helpful for decision-making regarding future teaching 
processes for an individual student but also helps to 
decide whether or how to implement certain teaching 
methods in the classroom.

One of the major concerns with single-case 
studies is the validity of conclusions drawn from the 
data, with respect to both internal and external valid-
ity. Internal validity addresses the question whether a 

correct causal relation can be inferred from an inter-
vention applied during a single-case study, whereas 
external validity refers to the generalizability of results 
across persons, settings, and measurements found in 
the study (Shadish et al., 2002).

Several strategies have been developed to counter 
these two methodological issues. These strategies fo-
cus either on aspects of the design or on methods for 
analyzing single-case data. In the present paper, we 
take a closer look at visual inspection, one of the major 
methods for analyzing single-case data. We specifically 
focus on aspects of the internal and external validity of 
conclusions derived from visual inspections.

Visual Inspection

Visual inspection (or visual analysis; Barton et 
al., 2018) is one of the most common strategies for 
analyzing single-case data (Davis et al., 2013; Lane 
& Gast, 2014). However, it is also one of the most 
controversial. In visual analysis, a person, usually the 
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investigator, draws a conclusion about the effective-
ness of an intervention solely based on inspection of 
a diagram comprising the measurement times on the 
x-axis and the measured values on the y-axis with a 
vertical line indicating the beginning of the interven-
tion (Spriggs et al., 2018).

Proponents of visual inspection argue that this 
procedure is practitioner friendly, no further in-depth 
statistical knowledge is required, and the results are 
directly and easily understandable (Parsonson & Baer, 
2015). They assume that any effect large enough to 
be practically significant will be detected with visual 
analysis and that advanced statistical procedures sen-
sitive enough to detect smaller effects do not provide 
additional clinically significant information (Kazdin, 
2011; Parsonson & Baer, 2015).

Critics, on the other hand, argue that visual anal-
yses yield low interrater reliabilities (Danov & Sy-
mons, 2008; Ottenbacher, 1990; Park et al., 1990; van 
den Bosch et al., 2017). Furthermore, the presence of 
a data trend beginning prior to the intervention (i.e., a 
positive lag 1 autocorrelation) substantially increases 
the rate of type I judgment errors (i.e., an unsuccess-
ful intervention is erroneously judged as being suc-
cessful; Allison et al., 1992; Greenwald, 1976; Jones 
et al., 1978; Matyas & Greenwood, 1990). However, 
the proclaimed conservative nature of visual analysis, 
which should lead to an increase in type II error rates 
(i.e., a successful intervention is erroneously judged 
as being unsuccessful; Kazdin, 2011; Parsonson & 
Baer, 2015), has not been corroborated empirically 
(Matyas & Greenwood, 1990).

Previous research exploring the strategies used 
by inservice (Espin et al., 2017) and preservice teach-
ers (Wagner et al., 2017) as well as board-certified 
behavior analysts (Normand & Bailey, 2006) when 
interpreting single-case data has demonstrated that 
the same errors occurred independent of previous 
experience with visual analysis of single-case data 
(Espin et al., 2017). This cannot be explained by poor 
general graph-reading skills alone, as Zeuch et al. 
(2017) found a correlation of r = .45 between general 
graph-reading skills (extracting information from pie, 
bar, line and other charts) and the accuracy of visual 
judgments of learning-progress charts (interpreting 
the first and last data point of the graph and judging 
the development throughout all data points).

A major challenge in determining the validity 
of visual analysis involves selecting a standard with 
which to compare raters’ judgments. Most studies 
compare visual judgments to the results of statistical 
procedures (e.g., Brossart et al., 2006; Brossart et al., 
2014). This approach, estimating the correctness of 

visual judgment by comparing it to the results of a 
statistical analysis, implies that the respective statis-
tical procedures are the best possible ways to analyze 
the data and that raters cannot be more efficient than 
such statistical analysis. Both assumptions are high-
ly problematic. Hence, statistical and visual analyses 
cannot be compared properly. It gets even more com-
plicated when different statistical procedures are ap-
plied, with some corroborating an effect while others 
reject it (Parsonson & Baer, 2015).

Model-Based Data Generation as a 
Standard of Comparison

One way to overcome these problems is to sim-
ulate single-case data with highly controllable and 
known statistical properties. These properties are sys-
tematically varied, and single-case graphs are provid-
ed to raters with which to judge the presence of an ef-
fect or other criteria of interest to the researcher (e.g., 
Matyas & Greenwood, 1990; Ximenes et al., 2009).

The challenge here is determining which mod-
el to base the data generation on. An inappropriate 
model might threaten the ecological validity of a study 
(i.e., the extent to which the material approaches the 
conditions of real-world data). While all models are 
reductions of the complexity of real-world events, an 
oversimplified model impairs the generalizability of 
the conclusions and diminishes the external validity. 
Moreover, the data-generation process must be de-
duced from a model that is based on a theory of the 
factors influencing the measurements across time. 
Without a sound theoretical foundation, inference 
from the results of a particular study to the higher- 
order construct it presents (Shadish et al., 2002) is not 
possible. That is, a study lacks construct validity.

Huitema and McKean (2000) suggested a gener-
al model for single-case data: two-phase single-case 
designs with a pre-intervention phase comprising 
measurements before the start of the intervention 
(Phase A) and an intervention phase containing mea-
surements beginning at the intervention’s start and 
lasting throughout the intervention (Phase B). In this 
model, four factors predict the outcome at a specific 
measurement point: the performance at the begin-
ning of the study (intercept), a developmental effect 
leading to a continuous increase throughout all mea-
surements of both phases (trend effect), an immedi-
ate intervention effect leading to an immediate and 
enduring increase in the level of performance (level 
effect), and a continuous intervention effect that leads 
to a continuous increase in the slope of the learning 
curve (slope effect).
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Most investigations that have used artificially con-
structed single-case graphs to study the quality of visual 
analyses have focused on participants’ accuracy in detect-
ing a level effect of an intervention under varying circum-
stances (e.g., Brossart et al., 2006; Matyas & Greenwood, 
1990; Ximenes et al., 2009). For example, Normand and 
Bailey (2006) systematically varied level and slope effects 
in a study on visual aids in visual analysis; however, they 
did not present completely controlled data but manipu-
lated data of two real-world single case graphs.

Espin et al. (2018) explored the evaluation accuracy 
and difficulty (i.e., response time) of preservice teachers 
comparing different “graph patterns;” that is, combina-
tions of level and slope effects and display of goal lines 
(slope-to-goal and slope-to-slope comparison). How-
ever, the stimulus material appeared to be “error-free” 
as it used straight lines within phases. While their find-
ings are new to the field and relevant as they show that 
even comparing straight lines was not easy for the par-
ticipants, the material was rather artificial. In practice, 
virtually no single-case experiment results in a graph 
with straight lines for Phases A and B – ideally with a 
level and an additional slope effect recognizable.

Research Questions

In an attempt to fill the above research gaps, 
the present study addressed the following research 
questions:
1. How accurate are judgments on single-case 

graphs? To what extent do baseline trends influ-
ence the accuracy of judgments on single-case 
graphs?

2. How reliable are judgments on single-case 
graphs? To what extent do baseline trends influ-
ence the reliability of judgments on single-case 
graphs?
For the study, graphs were created using natu-

ralistic – though simulated – data, based on a model 
including several factors (Huitema & McKean, 2000). 
Hence, we examined the reliability (intra- and in-
ter-rater) and judgment correctness (power and type 
I error probability) of visual inspections. Additionally, 
we examined the impact of a baseline trend on judg-
ment accuracy and reliability regarding the effective-
ness of an intervention. The current research focused 
on an intervention effect that exerts its influence as a 
continuous increase in performance, starting with the 
beginning of the intervention (a slope effect). There-
fore, we wanted to determine the influence of a trend 
effect (a positive lag 1 autocorrelation) on judgment 
correctness and reliability.

Hypotheses

We expected that judgments on the effectiveness 
of an intervention based on visual analyses would 
yield high power and low type I error rates when no 
trend effect is present (Hypothesis 1a). In contrast, 
when a trend effect is present, we expected increased 
type I error rates. (Hypothesis 1b). Moreover, we ex-
pected a high consistency of judgments between 
raters and low uncertainty within each rater when 
no trend effect is present. Hence, both inter- and in-
tra-rater judgment reliabilities should be high (Hy-
pothesis 2a). However, judgments should become 
unstable and inconsistent between raters resulting in 
decreased inter- and intra-rater reliabilities when a 
trend effect is present (Hypothesis 2b).

Furthermore, we wanted to differentiate be-
tween a technical judgment on the existence of an 
intervention effect (intervention effectiveness) and 
a pedagogical judgment on the efficacy of the inter-
vention (intervention efficacy). The terms intervention 
effectiveness and intervention efficacy are used through-
out this manuscript in order to distinguish between 
these two judgment processes. This distinction has 
not been made before and might provide further in-
sights into the topic.

Method

To answer the research questions and test the   
hypotheses, we implemented a computer-based 
within-subject experiment, in which teacher-edu-
cation students conducted visual analyses of graphs 
from a fictitious single-case research intervention 
study on reading. Their judgments are then compared 
to the graphs’ underlying statistical properties.

Participants

A sample of 186 first-year teacher-education 
majors (89% female) from a research university in 
Germany participated in our study, ranging in age 
from 18 to 37 (M = 22.3, SD = 4.6). In self-report 
ratings 147 (79%), participants reported having no 
prior knowledge of assessing learning development; 
36 (19%) reported having basic and only three (2%) 
reported having substantial knowledge in this field. 
Similarly, participants reported having little previous 
knowledge about single-case data analysis. Specifi-
cally, a majority, 143 (77%), had no prior knowledge, 
39 (21%) had basic knowledge, and 4 (2%) report-
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ed having substantial knowledge. All participants 
attended the lecture Introduction to Inclusive Edu-
cation and received partial course credit as compen-
sation. Nevertheless, participation in the study was 
voluntary as participants had the option of complet-
ing an assignment instead of participating. Only two 
students picked the assignment.

Procedure

After giving written informed consent, participants 
were instructed and tested in groups of (up to) four in 
a lab located on campus, seated in front of computers, 
separated by panel screens. All instruction and the test 
were computer-administered. To make sure partici-
pants understood the principles underlying visual anal-
ysis, participants learned about the difference between 
baseline and intervention phase and the difference be-
tween trend and intervention effect in single-case re-
search designs. Further, the instruction included a cover 
story about single-case research on reading speed.

Afterwards, participants evaluated 80 single-case 
graphs. The graphs were presented in a randomized 
order. With the current graph visible, they answered 
three questions:
1.  Does the reading speed of this child change 

throughout the data? Response options: “it de-
clined,” “no change,” and “it increased.”

2. Does the intervention have an effect? Response 
options: Negative effect, No effect, and Positive effect 
(technical judgment or intervention effectiveness).

3.  Do you think it is useful to apply this intervention 
to a child with similar skills? Rated on a 5-point 
Likert scale with Certainly not (0) and Certainly (4) 
as semantic anchors (pedagogical judgment or in-
tervention efficacy).

No time limit was set for answering the questions. Par-
ticipants responded to Question 1 in M = 4.0 seconds 
(SD = 5.2), to Question 2 in M = 3.0 seconds (SD = 3.0), 
and to Question 3 in M = 7.2 seconds (SD = 6.4).

Three weeks later, 87 participants, randomly drawn 
from the first sample, were again presented with a ran-
dom sample of 40 single-case graphs (10 per condition; 
details on the four conditions follow) drawn from the 
original item pool to determine test-retest reliability. 
The procedure was identical to the first measurement.

Design and Materials

We generated AB single-case graphs using a re-
gression-based method. We adopted a common meth-

od to visualize single-case data (Spriggs et al., 2018; see 
Figure 1 for an example). To distinguish between trend 
effect (i.e., lag 1 autocorrelation throughout all data 
points) and intervention effect (i.e., an additional slope 
effect in Phase B), we implemented a 2 x 2 within-sub-
ject design. Both, trend and intervention effect, could be 
either present or non-present, resulting in the following 
conditions: trend effect (T+I0), trend and intervention ef-
fect (T+I+), intervention effect (T0I+), and no effect (T0I0).

A linear model applying the following formula 
created each of the 80 single-case graphs (20 per con-
dition):

yi = ȕ0i + ȕtrend|condition × MT + ȕintervention|condition × (MT-
9) × D+İ, where `0i is the intercept (i.e., the starting 
value) of case i, `trend|condition  is the trend effect size, 

ìntervention|condition is the intervention effect size, MT is the 
measurement time, D is a dummy-vector showing 
whether or not an intervention was present, and ¡ a 
measurement error.

Although each case was randomly created, simu-
lation parameters were set according to empirical val-
ues reported by Klicpera and Schabmann (1993), who 
investigated the reading speed (words per minute) of 
German primary school students. The starting value 
(`0i) was randomly chosen from a normal distribution 
with M = 130 and SDbetween = 20 for each case. Trend 
effect size was set to one standard deviation across 
all 30 measurement points of a single case. Therefore, 
changes per measurement (`trend) for conditions with a 
trend (T+I0 & T+I+) was  and zero for conditions with-
out trend (T0I+ & T0I0). The intervention effect size was 
set to three standard deviations across the 20 Phase B 
measurements (representing a shift from a very weak 
to an average reader based on the values reported by 
Klicpera and Schabmann, 1993). Accordingly, for con-
ditions with an intervention effect (T0I+ & T+I+) ìntervention 
was   and for conditions without an intervention effect 
(T+I0 & T0I0) ìntervention was zero.

Variability was introduced as a measurement 
error affecting each single measurement. The mea-
surement error ¡ij for each data point was randomly 
drawn from a normal distribution with M = 0 and SD =  

with the measurement reliability rtt set 
to .80 and SDbetween = 20 (the standard deviation of the 
intercept `0i between cases). Please compare Figure 1 
for single-case graphs for each condition prior to and 
after the addition of measurement errors.

All graphs were created using the package scan 
(Wilbert & Lüke, 2019) for R (R Core Team, 2018).

As a data check, we reanalyzed the resulting 80 sin-
gle-case data sets. For each data set (and phase) we cal-
culated a regression with the criteria (words per second) 
regressed on measurement time, providing the slope for 
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Figure 1. 
Sample Items for Each of the Four Conditions Prior to the Addition of Measurement Errors and After the Addition of 
a Measurement Error
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each phase. Additionally, we calculated the difference 
between the Phase B and Phase A slope for each graph. 
The values for Phase A indicate the trend effect, and the 
values for Phase B – Phase A indicate the intervention 
effect. (See Table 1 for further information on mean re-
gression weights of the 20 items [single-case graphs] per 
condition.) Overall, the intended effects are represented 
by the 80 items: The two conditions with intervention 
effect showed an intervention effect (B-A) of 3.28 and 
3.06 words per measurement (d = 3.3 and d = 3.1 for the 
complete intervention phase), while there was a trend 
effect of 0.43 and 0.77 words per measurement (d = 0.65 
and d = 1.15 for all phases) for the condition with trend 
effect and nearly no trend effect (-0.14 and 0.11 words 
per measurement; that is, d = -0.21 and d = 0.17) for the 
conditions without trend effect.

Table 1
Mean Regression Weights for Each Condition and Phase 
(Dependent Variable Regressed on Measurement Time)

Conditiona

PHASE
A B ALLb B-Ac

T+I+ 0.43 3.72 2.97 3.28
T0I+ -0.14 2.92 2.26 3.06
T+I0 0.77 0.63 0.67 -0.15
T0I0 0.11 -0.08 -0.04 -0.19

Note. T+I+ = trend and intervention e!ect; T+I0 = trend e!ect only; T0I+ = 
intervention e!ect only; T0I0 = no e!ect.
aN = 20 items per condition.
bAll values, ignoring phase separation.
cDi!erence between regression weights of Phases B and A.

Item presentation order was randomized and 
a second list was created with an inverse order. Each 
participant was randomly assigned to one of the two 
orders. Participants’ judgments for an item were not in-
fluenced by the presentation order; therefore, we ruled 
out an influence of the serial position or participants 
fatigue on the results and did not include the presenta-
tion order in further analyses.

Data Analyses

Because judgments of both intervention effective-
ness and intervention efficacy are ordinal data, cumu-
lative link models were applied. As we were not only 
interested in the overall impact of the trend effect and 
the intervention effect manipulations, but also the vari-

ability of this impact between subjects, we implement-
ed multilevel regression models. Trials on level-1 were 
nested within subjects on level-2. All predictors were 
modeled as fixed and random effects. Each regression 
model included two dummy variables representing 
presence of trend and intervention effects, and the in-
teraction term, as predictor variables and judgment of 
intervention effectiveness and rating of intervention ef-
ficacy, respectively, as the criterion variable.

We calculated likelihood ratio chi-square tests 
(Winship & Mare, 1984) to determine the significance 
of the random slope effects. Thus, the complete model 
was compared to a model without the target random 
slope (e.g., in order to calculate the significance of the 
random slope of the trend effect, the full model was 
compared to a model with all predictors except the ran-
dom slope trend effect).

We used intraclass correlation coefficients (ICC) to 
determine the degree of inter-rater agreement (i.e., the 
extent of agreement between raters). The ICC concep-
tualizes inter-rater agreement as the proportion of vari-
ance determined by the object of observation (Shrout 
& Fleiss, 1979). Because we were interested in the de-
gree of absolute agreement rather than consistency of 
ratings, we used case 2 ICC (2, 1), based on the for-
malization of McGraw and Wong (1996). To determine 
whether a trend effect impacts inter-rater agreement, 
we used separate ICCs for trials with and without trend 
effect and an F-test based on the procedure suggest-
ed by Donner (1986). Additionally, we calculated Fleiss’ 
Kappa, which only assumes categorical data to check 
for the stability of the results.

Because judgments of both intervention effective-
ness and intervention efficacy are ordinal data, we cal-
culated intra-rater reliability (i.e., the stability of ratings 
within a person) by means of non-parametric correla-
tion coefficients. Average correlations across partici-
pants were Fisher’s z-transformed in order to account 
for their skewed distribution.

Results

First, we checked if participants perceived the trend 
and intervention effect manipulation. As shown in Ta-
ble 2, on average, more than 90% of the graphs with an 
intervention effect (T+I+ & T0+I+) were correctly identi-
fied as displaying an overall increase in reading perfor-
mance (Question 1); about 6% were rated as showing 
no change. In the condition without intervention effect 
but with a positive trend effect (T+I0), the average rat-
ings identified no change (40%) or an increase (50%). 
Likewise, 10% attested a decrease in performance. 
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Table 2
Average Percentage of Judgments on Overall Develop-
ment of Change in Reading Performance by Condition

Condition
Judgment

Decline No Change Increase
T+I+ 0.3 5.7 94.0
T0I+ 0.6 6.2 93.2
T+I0 10.3 39.4 50.3
T0I0 42.3 48.0 9.7

Note. T+I+ = trend and intervention e!ect; T+I0 = trend e!ect only;  
T0I+ = intervention e!ect only; T0I0 = no e!ect.

Table 3
Average Percentage of Judgment on Intervention E!ec-
tiveness by Condition

Condition

Judgment
Negative 

e!ect
No 

e!ect
Positive 

e!ect
T+I+ 0.7 23.6 75.5
T0I+ 1.4 23.8 74.8
T+I0 15.8 57.6 26.6
T0I0 44.8 49.9 5.3

Note. T+I+ = trend and intervention e!ect; T+I0 = trend e!ect only;   
T0I+ = intervention e!ect only; T0I0 = no e!ect.

Table 4
Average Percentage of Judgments on Intervention E"-
cacy by Condition

Condition

Judgment
Certainly not 
(e"cacious)

Rather not 
(e"cacious) Uncertain

Rather 
(e"cacious)

Certainly 
(e"cacious)

T+I+ 0.5 9.6 12.1 42.8 35.0
T0I+ 0.3 1.3 14.2 46.6 28.5
T+I0 12.9 38.5 27.5 17.9 3.2
T0I0 35.8 45.0 14.7 3.8 0.7

Note. T+I+ = trend and intervention e!ect; T+I0 = trend e!ect only;   
T0I+ = intervention e!ect only; T0I0 = no e!ect.

Graphs in the condition without intervention or trend 
effect (T0I0) were considered as showing no change 
(48%) or even a decline in performance (42%). Ten 
percent were rated as increasing reading performance. 
Hence, participants were able to correctly identify the 

total increase in reading fluency in the vast majority of 
graphs with an intervention effect. Judgments on graphs 
without an intervention effect were also correct in a ma-
jority of cases. However, they were a little less accurate 
than those on graphs with an intervention effect. 

Descriptive Analyses

Participants’ ratings of the intervention effective-
ness (Question 2) are depicted in Table 3. As illustrated, 
when an intervention effect was present (T+I+ and T0I+), 
it was detected on about three out of four occasions 
with about one fourth of the average ratings identify-
ing no effect. Similar to the results on Question 1, there 
were only marginal differences between judgments in 
the T+I+ and T0I+ conditions. When only a trend effect 
was present (T+I0), graphs were mainly regarded as rep-
resenting no intervention effect (58%), but a substantial 
proportion was judged as showing a negative (16%) or 
even positive (27%) intervention effect. For the condi-
tion with no effects (T0I0), the majority of participants 
responded no effect (50%) or a negative effect (45%). 
However, 5% of graphs were interpreted as showing 
a positive effect.

Participants’ ratings on the intervention efficacy 
(Question 3) are depicted in Table 4. Once again, rat-
ings were similar for the conditions with (T+I+) and 
without (T0I+) trend effect if an intervention effect was 
present: Support for further implementation of this in-
tervention was on the same level as the identification of 
a positive intervention effect. As expected, support for 
the intervention was lower for the conditions without 
intervention effect (T+I0 & T0I0) and corresponded with 
the portion of ratings indicating positive intervention 
effects for these graphs.

Taken together, these results show that the addi-
tion of a smaller trend effect had almost no effect on 
participants’ judgments when an intervention effect 
was already present in the data. When no intervention 
effect was present, however, a trend effect had a stron-
ger influence on participants’ judgment. This pattern 
was similar for participants’ ratings on both interven-
tion efficacy and intervention effectiveness.

We then applied ordinal regression models to fur-
ther investigate potential interferences of a trend effect 
on judgment accuracy.

Hypotheses 1a and 1b: Intervention 
E!ectiveness and Intervention E"cacy

Results of the multilevel ordinal regression models 
are presented in Table 5 (intervention effectiveness) 
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and Table 6 (intervention efficacy). With respect to  
intervention effectiveness, the odds ratios suggested that 
the presence of a trend effect led to a 5.8 times higher 
chance for the choice of a higher category (i.e., from 
negative to no intervention effect or from no to positive 
intervention effect) in trials without an intervention 
effect. However, in trials with an intervention effect, the 
presence of a trend effect only very slightly increased the 
chance of a higher category answer than the intervention 
effect itself, as shown by the odds ratio of .2 for the trend 
x intervention effect interaction. The intervention effect 
itself led to a 81.5 times higher chance for the choice of a 
higher category. Random slope effects documented that 
all presented effects showed considerable and significant 
variations, suggesting differentiated influences of trend 
and intervention effects on the effectiveness judgment 
between persons.

Table 5
Multilevel Ordinal Regression Model (Logit) for Partici-
pants’ Judgment on Intervention E!ectiveness (Negative 
E!ect, No E!ect, Positive E!ect)

β SE ORa p
Fixed
 Trend e!ect 1.76 0.06 5.8 <.001
 Intervention  
 e!ect

4.40 0.11 81.5 <.001

  Trend x  
 intervention  
 e!ect

-1.61 0.10 0.20 <.001

Thresholds
 0 | 1b -0.22 0.05 0.8 <.001
 1 | 2c 2.97 0.06 19.5 <.001
Random SD ß LR df p
 Intercept 0.49    
 Trend e!ect 0.50 75.2 4 <.001
 Intervention  
 e!ect

1.18 306.1 4 <.001

 Trend x  
 intervention  
 e!ect

0.39 3.1 4 <.001

Model $t
 LogLik -10541
 AIC 21113

Note. Analyses were conducted with the R package ordinal (Christensen, 
2019). Trend and intervention e!ect were dummy-coded (0 and 1).
aOdds ratio.
bIntercept for judgment negative e!ect to no e!ect.
cIntercept for judgment no e!ect to positive e!ect.

Regression models for intervention efficacy showed 
a similar pattern (see Table 6). Odds ratios indicated that 
the trend effect influenced intervention efficacy ratings 
in trials without an intervention effect (odds ratio of 5 for 
the trend effect), but not in trials with intervention effect 
(odds ratio of .3 for the trend x intervention effect inter-
action). Once again, the intervention effect increased the 
chance of the choice of a higher category by a factor of 
83.7. All effects showed significant random slopes, sug-
gesting that trend and intervention effects also influenced 
efficacy judgments differentially from person to person.

Table 6
Multilevel Ordinal Regression Model (Logit) for Rating 
Intervention E"cacy on a 5-Point Likert Scale (0 – Certainly 
not to 4 – Certainly). Judgments Nested in Individuals

β SE ORa p
Fixed
 Trend e!ect 1.62 0.06 5.1 <.001
 Intervention  
 e!ect

4.43 0.13 83.7 <.001

  Trend x  
 intervention  
 e!ect

-1.30 0.04 0.3 <.001

Thresholds
 0 | 1 -0.67 0.08 0.5 <.001
 1 | 2 1.76 0.09 5.8 <.001
 2 | 3 3.10 0.07 22.1 <.001
 3 | 4 5.53 0.10 253.1 <.001
Random SD ß LR df p
 Intercept 1.04
 Trend e!ect 0.58 107.5 4 <.001
 Intervention  
 e!ect

1.52 88.2 4 <.001

 Trend x  
 intervention  
 e!ect

0.65 24.2 4 <.001

Model $t
 LogLik -17364
 AIC 34762
Note. Analyses were conducted with the R package ordinal (Christensen, 
2019). Trend and intervention e!ect were dummy-coded (0 and 1).
aOdds ratio.

In summary, results of the regression models 
showed that in trials without an intervention effect the 
addition of a trend effect led to a roughly five times high-
er chance for the choice of a higher category answer for 
both the intervention effectiveness and the intervention 
efficacy ratings. In contrast, in trials with an intervention 
effect, the presence of a trend had only minor effects on 
participants’ answers.



Validity and Judgment Bias in Visual Analysis of Single-Case Data

International Journal for Research in Learning Disabilities Vol. 5, No. 1     21

Hypotheses 2a and 2b: Reliability of Visu-
al Judgments

Inter-Rater Reliability (Consistency of Judgments 
Between Raters)

The overall intraclass correlation between partic-
ipants was ICC = .50 (95% CI: .43 – .58, F[79, 14378] = 
203, p < .001) for intervention effectiveness and ICC 
= .54 (95% CI: .47 – .62, F[79, 14378] = 251, p < .001) 
for intervention efficacy, indicating a relatively low 
inter-rater reliability (see Table 7). For intervention ef-
fectiveness, trials without a trend effect (T0) showed 
an ICC of .59 (95% CI: .49 – .70, F[39, 7098] = 283, p < 
.001), while the ICC was .34 (95% CI: .25 – .46, F[39, 
7098] = 107, p < .001) for trials with a trend effect (T+). 
For intervention efficacy, trials without a trend effect 
showed an ICC of .62 (95% CI: .52 – .73, F[39, 7098] = 
340, p < .001) while the ICC was .42 (95% CI: .33 – 
.55, F[39, 7098] = 162, p < .001) for trials with a trend 
effect. Hence, trials with a trend effect had lower in-
ter-rater reliability than trials without a trend for both 
intervention effectiveness and intervention efficacy.

Intra-Rater Reliability (Stability of Judgments 
Within Raters)

Median intra-rater reliability coefficients (Kend-
all’s Tau) for the 40 items administered at Measure-
ment Times 1 and 2 are presented in Table 8 for both 
intervention effectiveness and intervention efficacy. 
Intra-rater reliability was relatively low overall, with 
an average Kendall’s Tau of .56 for intervention effec-
tiveness and .57 for intervention efficacy. In line with 
the results for inter-rater reliability, trials with a trend 
effect showed lower intra-rater reliabilities for both 
questions. For intervention effectiveness, trials with a 
trend showed an average Kendall’s Tau of .43 com-
pared to .66 for trials without a trend. For intervention 
efficacy, trials with a trend showed an average Ken-
dall’s Tau of .53, while trials without a trend showed 
an average Kendall’s Tau of .60. Hence, similar to the 
pattern observed for inter-rater reliability, trials with a 
trend effect had lower intra-rater reliability than tri-
als without a trend for both intervention effectiveness 
and intervention efficacy.

Table 7
Inter-Rater Reliability and Agreement

Intervention e!ectiveness Intervention e"cacy
ICC2.1 ICC2.K rwg Fleiss’ Κa ICC2.1 ICC2.K rwg Fleiss’ Κa

T+I+ .045 .898 .980 .042 .068 .932 .965 .020
T0I+ .067 .930 .978 .064 .107 .957 .969 .033
T+I0 .145 .969 .946 .086 .170 .974 .962 .044
T0I0 .151 .970 .962 .128 .088 .947 .976 .041
T1 .335 .989 .983 .223 .423 .993 .981 .121
T0 .587 .996 .985 .356 .616 .997 .986 .193
ALL .499 .995 .992 .304 .538 .995 .992 .163

Note. rwg = Within-group correlation comparing the variance of all raters to random variance.
aFleiss’ Kappa for nominal and ordinal data (Bliese, 2000).

Table 8
Mean Correlation (Kendall’s Tau) Between Measurements 1 and 2

Condition
Intervention e!ectiveness Intervention e"cacy

N MD 1st 
quartile

3rd 
quartile

N MD 1st 
quartile

3rd 
quartile

No trend (T+I+ & T+I0) 76 .66 .55 .75 76 .60 .50 .68
Trend (T0I+ & T0I0) 76 .43 .31 .59 76 .53 .39 .64
All 76 .56 .47 .67 76 .56 .48 .64

Note. MD is the median correlation for all participants; 1st quartile and 3rd quartile for all participants.
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Discussion

In this study we addressed two central questions: 
First, how reliable are students' evaluations of sin-
gle-case graphs? Second, to what extent do baseline 
trends impact judgment of an intervention’s efficacy 
and effectiveness? We conducted a computer-based 
within-subject experiment, in which students judged 
80 AB single-case graphs. As suggested by Ximenes et 
al. (2009), artificial data sets were created to enable us to 
vary intervention and trend effects independently.

In line with Matyas and Greenwood (1990) and 
corroborating Hypotheses 1a and 1b, judgments were 
found to be quite accurate when no baseline trend was 
present, with accuracy dropping considerably (type 
I errors rates increased fivefold) in the presence of a 
baseline trend. Unfortunately, the most common areas 
of application for single-case research – and accord-
ingly visual analysis of the resulting graphs – are inter-
ventions targeting learning processes where baseline 
trends are common (e.g., reading fluency, basic arith-
metic). Indeed, our findings support the argument that 
the presence of a data trend is indeed a major reason for 
type I errors in the visual analysis of single-case graphs.

However, the baseline trend did not reduce type II 
error rates (i.e., the power remained about 80%). This 
might be because the intervention effects used in this 
study were much larger than the trend effects, there-
fore, possibly overshadowing them in trials where an 
intervention effect was present. Future research should 
investigate whether the increase in type I error rates is 
replicable even when trend and intervention effect siz-
es are comparable.

In line with Hypotheses 2a and 2b and previous 
work by other researchers (Jones et al., 1978; Park et 
al., 1990), inter- and intra-rater reliabilities dropped 
for items including a baseline trend compared to those 
without a trend. However, contrary to our expectations 
in Hsypothesis 2a, reliabilities were low even for items 
where no trend was present. Judgments appeared both 
inconsistent across raters and unstable over time. This 
pattern was similar for judgments on the effectiveness 
as well as the efficacy of the intervention.

It is often argued that any intervention effect large 
enough to be relevant in practice is detectable by vi-
sual inspection (e.g., Kazdin, 2011; Parsonson & Baer, 
2015). However, in line with other studies (e.g., Danov 
& Symons, 2008; Ottenbacher, 1990; Park et al., 1990), 
our results indicate that even under relatively clear 
conditions, with a large intervention effect size and the 
intervention effect exceeding the Phase A trend, visual 
judgments were not reliable both within and between 
raters.

Generally, the distinction between intervention 
effectiveness and intervention efficacy did not yield in-
sight into the decision process. Trend effects on judg-
ments were slightly more pronounced for intervention 
effectiveness, and reliabilities were a bit higher for in-
tervention efficacy but overall, the results were very 
similar for all analyses. Thus, either the experimental 
variations exerted a consistent effect on both depen-
dent variables or participants did not differentiate be-
tween effectiveness and efficacy and both measured 
practically the same.

Conclusion

In summary, the results of our study suggest that 
first-year teacher-education majors’ visual judgments 
are unreliable and highly prone to type I errors in the 
presence of a baseline trend in the data. However, this 
conclusion must be balanced by several limitations: 
First, participants were university students with limited 
experience of visual analysis of single-case data. Note, 
however, that previous studies resulted in comparable 
reliabilities and error rates – even in experienced raters 
(Espin et al., 2017; Normand & Bailey, 2006).

Second, although we did our best to explain the 
difference between a trend and an intervention effect 
to the students, no empirical evidence verifies that they 
truly understood the distinction.

Third, the results were based on an arbitrary deci-
sion with regard to the relation between the effect size of 
the intervention, the trend effect, and the measurement 
error. Arguably, a change in the proportion between 
these effects sizes might have led to different results.

Finally, we assumed a linear trend and a linear 
intervention effect. While we think this is appropriate 
for a reading intervention, other kinds of interventions 
(e.g., behavioral modifications or medical treatments) 
might be better represented with non-linear develop-
ments or even performance shifts. Our results, there-
fore, are not directly applicable to these contexts.

Despite these limitations, the present study pro-
vides a novel approach to investigating these effects 
and reveals that, given certain defined conditions, vi-
sual inspections are only of limited value. Two ways to 
overcome such a limitation have been proposed: First, 
enriching visual graphs with lines (Kratochwill et al., 
2010). A widely applied method consists of drawing 
a mean line of the A phase extrapolated across the B 
phase to improve visual inspection accuracy. Similarly, 
Kadzin (2011) recommended inserting a split-middle 
line, a type of regression line, for the A phase extrap-
olating across the B phase. However, Fisher, Kelley, 
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and Lomas (2003) found an increased type I error rate 
when inserting a split-middle line. Instead, they pro-
posed a combination of a mean and a split-middle line 
(the dual criterion, DC) and showed that this procedure 
leads to an improved visual inspection accuracy. Evalu-
ation studies on variations of this procedure (the con-
servative dual criterion with 0.25 standard deviations 
raised lines) have corroborated these findings (Stewart 
et al., 2007; Young & Daly, 2016).

A second way to improve the accuracy of visual 
inspections is to validate the interpretations with the 
results from statistical analyses (Harrington & Velicer, 
2015, Park et al., 1990). However, this approach raises 
the question if a statistical analysis is the most reliable 
and valid approach to analyzing single-case data in the 
first place. From this perspective, visual graphs have an 
important but mere illustrative function. 
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